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Background and Aim: We aim to build a classifier to distinguish between malaria-infected red blood cells 

(RBCs) and healthy cells using the two-dimensional (2D) microscopic images of RBCs. We demonstrate the 

process of cell segmentation and feature extraction from the 2D images. 

Methods and Materials: We describe an approach to address the problem using mixture discriminant analysis 

(MDA) on the 2D image profiles of the RBCs. The extracted features are used with Gaussian MDA to 

distinguish between healthy and malaria infected cells. We also use the neutral zone classifiers where 

ambiguous cases are identified separately by the classifier. 

Results: We compare the classification results from the regular classifiers such as linear discriminant analysis 

(LDA) or MDA and the methods where neutral zone classifiers are used. We see that including the neutral 

zone improves the classification results by controlling the false positive and false negatives. The number of 

misclassifications are seen to be lower than the case without neutral zone classifiers. 

Conclusion: This paper presents an alternative approach for classification by incorporating neutral zone 

classifier approach, where a prediction is not made for the ambiguous cases. From the data analysis we see 

that this approach based on neutral zone classifiers presents a useful alternative in classification problems for 

various applications. 
 

 
 

Introduction 

Malaria is one of the widespread diseases in 

many developing countries. With 3.3 billion 

people in 97 countries at risk and with an 

estimated 200 million cases and around 600,000 

deaths, malaria remains a disease of global health 

importance [1]. The high costs associated with 

both the equipment required for laboratory 

procedures and manpower, makes it imperative to 

have fast and efficient ways for detection. 
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Statistical techniques have commonly been 

employed for automatic image classification of 

blood cells to detect and distinguish between 

disease or infection category and control groups. 

In this paper, we discuss the performance of 

existing statistical parametric classifiers and 

demonstrate how the performance can be 

improved by considering extensions of such 

classifiers based on indecision strategies. Such 

algorithms can be used to improve the efficiency 

of the diagnosis procedure of malaria through the 
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classification of two-dimensional (2D) image 

profiles of red blood cells (RBCs). 

Pattern recognition and classification can be 

done using either a supervised or an unsupervised 

classification approach. In supervised 

classification (discriminant analysis), patterns in 

the input are identified as members of predefined 

classes, while unsupervised classification 

(clustering) methods partition a set of 

observations into subsets, so that observations in 

the same subset are similar in some metric and the 

subsets are separated from each other. Clustering 

and classification techniques can be broadly 

classified into the following categories as 

deterministic clustering (hard clustering) and 

model-based clustering (soft clustering). 

Deterministic clustering is computationally cheap 

with a straightforward interpretation, but it 

produces no probability statement (only produces 

a binary statement). Model-based clustering 

produces precise cluster assignment in terms of a 

probability statement; however, it is 

computationally more expensive. 

Classification problem focuses on building a 

rule to assign class membership of an item based 

on the 𝑝 -dimensional vector of predictors or 

features for 𝑛 observations. Linear discriminant 

analysis (LDA), multiple logistic regression, 

nearest neighbor methods and classification trees 

are a few of many traditional statistical 

approaches of handling the classification problem. 

Most recent advances include methods with 

neural network classifiers, which can incorporate 

non-linear modeling assumptions and have the 

capability of handling large number of predictors. 

In this paper, we focus on mixture discriminant 

analysis (MDA), as proposed by [2] is an 

extension of Fisher's LDA. The classes are 

modeled as mixtures of Gaussian distributions in 

MDA, whereas LDA models each class as a 

single Gaussian distribution. Similar to LDA, 

MDA also does optimal subspace identification 

with additional functionality. MDA been used in 

a wide variety of applications. Gaussian mixture 

discriminant analysis has been used for single-

cell differentiation of bacteria [3], process 

monitoring [4], digit recognition and connected 

digit recognition [5], improving tissue 

classification in Magnetic Resonance Imaging 

(MRI) [6]. 

Automatic classification of red blood cells 

was studied much earlier by [7] where the cells 

are classified based on their morphological 

characteristics and hemoglobin content. 

Significant attempts have been made to count 

malaria infected cells to demonstrate the presence 

of parasites in the blood. Most recently [8] used 

neural networks for classification with image 

moments as predictors. We propose the use of 

MDA with morphological characteristics of the 

cells as the predictors for our modeling. However, 

as with any statistical classifier, the predictions 

are prone to higher number of false positives 

and/or false negatives. We focus on addressing 

this problem by incorporating neutral zone 

classifier [9,10] strategies to decrease the 

conditional misclassification rate. Neutral zone 

classifiers do not assign predictions to ambiguous 

cases. Consequently, such cases can be referred 

for further scrutiny to make a more informed 

prediction. 

In the next subsection, we describe the process 

of segmentation of the red blood cell from their 

image profiles. We describe mixture discriminant 

analysis, a model-based clustering algorithm in 

the methods section which shall be used to 

demonstrate classification performance of red 

blood cell and further be used to improve the 

prediction. The methods section also discusses 

neutral zone classifiers and how we plan to use it 

to improve the prediction of MDA. The results 

and conclusions of this analysis are discussed in 

the latter part of the manuscript. 

Cell Segmentation and Feature Extraction: In 

a 2D image of red blood cells in the blood sample, 

we need to be able to segment out the pixels 

which correspond to only the red blood cell and 

not the plasma around it. Since an object can be 

easily detected in an image if it has enough 

contrast from the background, we use edge 

detection along with basic morphology for 

detecting the cell. The step by step procedure (as 

shown in Figure 1) is carried out for each image 

to do the segmentation (cell detection). 
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Algorithm: Cell segmentation 

Step 1: Read image into MATLAB 

Step 2: Detect entire cell 

Step 3: Dilate the image 

Step 4: Fill interior gaps 

Step 5: Remove connected objects on border 

Step 6: Smoothen the object 

 

 

 
Step 1 

 
Step 2 

 
Step 3 

 
Step 4 

 
Step 5 

 
Step 6 

Figure 1. Image segmentation of a healthy red blood cell. 

Step 2 (Figure 1(b)) aims to detect the pixels 

containing the cell in the whole image and utilizes 

the fact that the cell would differ in contrast from 

the background of the image. Once we obtain the 

lines of high contrast in step 2, we dilate the 

binary gradient mask using linear structuring 

elements in step 3 as shown in Figure 1(c). Step 

4 (Figure 1(d)) fills the gaps in the interior of the 

cells using the dilated gradient mask. Step 5 

(Figure 1(e)) removes any connected objects in 

the blood within the image or other cells in the 

background, as we are only concerned about one 

cell in the image. To make the segmented 

objected look more natural, we smooth the cell by 

eroding the image in step 6 (Figure 1(f)). The 

final segmented image looks as shown in Figure 

2. To remove any residual objects, we calculate 

the centroid and the major axis length. We 

consider centroid of the image as the center of 

mass of the region obtained after step 6 and major 
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axis length is considered as the length of the 

major axis of the ellipse that has the same 

normalized second central moments as the region. 

The Image Processing Toolbox from MATLAB 

is used to detect the cell in the image. Due to the 

irregular shapes of some of the RBCs, step 3 

might not be very efficient. Different filling 

criterion could be employed in such cases. More 

details are given in the MATLAB documentation 

on cell segmentation and can be accessed at 

https://www.mathworks.com/help/images/de

tecting-a-cell-using-image-

segmentation.html.  
 

Figure 2. Gray scale image of the segmented cell. 

For each of the segmented red blood cells we 

consider the following as covariates: mean phase, 

ratio of major axis length to the area of the cell, 

ratio of minor axis length to the area of the cell, 

ratio of the perimeter to the area of the cell, 

coefficient of variation, solidity, eccentricity, 

circularity and area. Major (minor, respectively) 

axis length is defined as the number of pixels on 

the major (minor, respectively) axis of the ellipse 

that has the same normalized second central 

moments as the segmented cell. Perimeter is 

defined the distance between each adjoining pair 

of pixels around the border of the segmented cell. 

Area is defined as the number of nonzero pixel 

values in each segmented image which is 

equivalent to the number of pixels occupied by 

the cell in each image. Mean phase is defined as 

the average pixel value in the image. Coefficient 

of variation is defined as the ratio of the standard 

deviation to the mean of the phase values in the 

segmented image. Solidity is defined as the 

proportion of pixels in the convex hull that are 

also in the segmented cell. Eccentricity is 

computed as the eccentricity of the ellipse that 

has the same second moments as the segmented 

cell, where eccentricity for the ellipse is defined 

as is the ratio of the distance between the foci of 

the ellipse to its major axis length. Circularity is 

defined as the ratio of major axis length to the 

minor axis length. 

One of the advantages of these predictors is 

that, they are rotation and translation invariant. 

This is a very desirable property, as the 

orientations of the blood cells doesn’t affect the 

complexity of the classification problem. The 

three covariates solidity, eccentricity and 

circularity as we have defined above, broadly try 

to capture the deviation of the shape of the 

segmented cell from a perfect circle. This 

provides an interesting insight as the red blood 

cells are known to have the shape of flat disc. We 

aim to capture any departure from this behavior. 

Method 

Mixture discriminant analysis: Let 𝒟 =

𝒙1, 𝒙2, … , 𝒙𝑛  denote the training data set where 

each 𝒙𝑖 ∈ 𝑅𝑝  is the observation 𝑖  with true and 

unique membership 𝑦𝑖 ∈ 1, … , 𝐾 . In general, 

discriminant analysis assigns an unlabeled 𝑝 -

dimensional observation 𝒙 to one of the 𝐾 known 

unique classes by estimating a function 𝑓(𝒙) = 𝑦, 

which determines the class in terms of 𝑦. Using 

𝒟 , a classifier is trained to select the most 

probable class label for 𝒙 as  

 

�̂� = 𝑓 (𝒙) = max
k

 𝑝 (𝑦 = 𝑘|𝒙) = max
k

π𝑘 𝑓𝑘(𝒙) 

 

where 𝑓𝑘(𝒙)  is the class-conditional 

probability density function and 𝜋𝑘  is the prior 

probability of class membership for class 𝑘, such 

that  

 

0 ≤ π𝑘 ≤ 1∀𝑘 ∈ {1,2, … , 𝐾} and ∑ π𝑘
𝐾
𝑘=1 = 1. 

 

 This is called the Bayes classifier. 

In mixture models, as described by [11], given 

the data 𝒟 the likelihood for the model with 𝐾 

components is given by 

https://www.mathworks.com/help/images/detecting-a-cell-using-image-segmentation.html
https://www.mathworks.com/help/images/detecting-a-cell-using-image-segmentation.html
https://www.mathworks.com/help/images/detecting-a-cell-using-image-segmentation.html
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L(𝜽1, 𝜽2, … 𝜽𝐾 , π1, π2, … , π𝐾)| 𝒟  

= ∏ ∑ π𝑘  𝑓𝑘(𝒙𝑖|𝜽𝑘)  

𝐾

𝑘=1𝑖=1

, 

where 𝑓𝑘  is the density of the component 

𝑘, 𝛽𝑘 are its corresponding parameters and 𝜋𝑘 is 

the probability that an observation belongs to the 

component 𝑘 , ∀𝑘 ∈ {1, 2, … , 𝐾} . Generally, 𝑓𝑘 

is assumed to follow a multivariate normal 

density 𝜙𝑘 

 

    𝜙𝑘 (𝑥𝑖|𝜽𝑘) =  
exp(−

1

2
( 𝑥𝑖− 𝜇𝑖)𝑇 ∑ ( 𝑥𝑖− 𝜇𝑖) −1

𝑘

(2𝜋)
𝑝
2  | ∑   

𝑘 |
1
2 

   (1) 

 

Where the mean and covariance parameters 

are given by 𝜽𝑘 = (𝜇𝑘 , ∑ ). 
𝑘  This indicates that 

clusters or classes centered at  𝜇𝑘  characterize the 

data generated by multivariate normal 

distribution. The covariance matrix 

∑   
𝑘 determines the geometric features of the 

clusters. This can also be used to impose 

constraints between clusters. The most 

commonly used structures for  ∑   
𝑘 are given by 

∑   
𝑘 =  𝜆 𝛪 or ∑  . 

  the former indicates that all the 

clusters are spherical and of the same size, and the 

later indicates that the geometry of all the clusters 

remains identical but it need not be spherical. The 

parameter estimation for mixture models can be 

done using the Expectation-Maximization (EM) 

algorithm by defining a latent variable 

corresponding to each observation, as the 

indicator function of the clusters. 

 Under the assumption of a constant 

covariance matrix, ∑ = 
𝑘 ∑ ∀ 

   𝑘є{1,2, … K } and 

that the maximum likelihood estimates of 𝜇𝑘 and 

∑   
𝑘 are obtained, Fisher's linear discriminant 

analysis is given by the conditional Bayes 

classifier. If we consider an unconstrained∑   
𝑘 , 

then the resulting method is called the standard 

quadratic discriminant analysis (QDA). Mixture 

Discriminant Analysis is an extension of LDA 

and uses mixture of normal distributions for the 

density estimation of each class. Often, linear 

decision boundaries are insufficient for 

classification. Furthermore, a single Gaussian 

distribution might be too conservative 

assumption in characterizing a single class. With 

these points as motivation, [2] proposed mixture 

discriminant analysis. Let  

𝑓𝑘(𝒙) =  ∑ π𝑘𝑟 𝑁𝑝(𝒙𝑖|𝜇𝑘𝑟 , ∑    )  
𝑅𝑘
{𝑟=1}   (2) 

be the probability density function of a finite 

Gaussian mixture density with 𝑅𝑘  components, 

where the mixture density of the component 𝑟 has 

the prior probability π𝑘𝑟  such that 0 ≤ π𝑘𝑟 ≤ 1 

for all 𝑟 ∈ {1,2, … , 𝑅𝑘} and 𝑘 ∈ {1,2, … , 𝐾}, and 

∑ π𝑘𝑟
𝑅𝑘
𝑟=1 = 1  for each 𝑘 . ∑    is assumed to be 

identical across all classes and subclasses. Figure 

3 gives an example of Gaussian mixture 

discriminant analysis with two classes (𝐾 = 2), 

where the class on the left has two subclasses 

(𝑅1 = 2) within and the class on the right has 

three subclasses (𝑅2 = 3) within it. 

As an extension to [2], a more general method 

was proposed by [11], where the number of 

subclasses within each class could be different 

along with having different covariance matrix for 

each class. For the application of mixture 

discriminant analysis, we use the mclust 5 R 

package [12]. One of the major questions in 

mixture modeling is how to decide on the number 

of subclasses or the covariance structure being 

the same across all the classes. Model selection 

can be performed using information criteria, such 

as the Bayesian Information Criterion (BIC) [13] 

or the integrated complete-data likelihood 

criterion [14]. Formal hypothesis testing can be 

used to determine the optimal number of mixture 

components. A more recent review of this can be 

found in [15]. Both these model selection criteria 

have been incorporated in the mclust 5 R package, 

and we employ these for our classification of red 

blood cells. 
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Figure 3. Example with two and three subclasses. 

Neutral Zone Classifier: Most statistical 

classifiers make class predictions based on the 

value of the corresponding latent variable and/or 

the estimated probability of the possible classes. 

In a two-class classifier, a single threshold value 

is used to assign the predicted class. This forces 

us into assigning one of the two possible classes 

for each test case for class prediction. For 

example, let us consider a case where we employ 

logistic regression and would like to make a 

prediction based on the estimated probability and 

decide to use a threshold 𝑐 as a cutoff probability 

to decide between the classes 0 or 1. For any ϵ >

 0 we would be forced to assign the class as 1 (0, 

respectively) for any estimated probability 𝑐 +  ϵ 

(𝑐 −  𝜖, respectively). That is, if the threshold is 

0.5, we would be assigning the class as 1 in both 

the cases where the estimated probability is 0.51 

or 0.99. 

Using a single threshold value leads to 

producing higher number of false positives and 

false negatives, when the value of the latent 

variable or the estimated probability is closer to 

the corresponding threshold being used. To 

address this problem, [9] propose an alternative 

thresholding strategy called the neutral zone 

classifiers by modifying the two class Bayes 

classifier. As an extension, [10] incorporated a 

neutral zone region into the classifier so that 

ambiguous cases falling into the neutral zone can 

be further investigated before making a 

classification decision. Classifiers can thus be 

made useful as the conditional misclassification 

rates can be controlled. In the rest of this section, 

we briefly describe a neutral zone classifier with 

appropriate thresholding to obtain the 

corresponding class predictions. 

Let ℎ(𝒙𝒊) be the decision statistic being used 

to decide the class prediction for the subject 𝑖. Let 

the possible classes belong to {0,1} and 

�̂�𝑖 =  {

1    𝑖𝑓 ℎ(𝑥𝑖) ≥  𝑐1           
𝑁   𝑖𝑓 𝑐0 <  ℎ(𝑥𝑖)  <  𝑐1

0   𝑖𝑓 ℎ(𝑥𝑖) ≤  𝑐0            
  

where 𝑐0 < 𝑐1 and 𝑁 denotes the decision of 

not assigning either of the classes during 

prediction. The choice of 𝑐0 or 𝑐1 could be based 

on the cost of indecision [9] or can be computed 

by simultaneously controlling the false positive 

and false negative rates [10]. For the latter case, 

α  and β  are fixed and 𝑐0  and 𝑐1  are computed 

such that 𝑃(𝑦�̂� = 1|𝑦𝑖 = 0) =  α  and 

𝑃(𝑦�̂� = 0|𝑦𝑖 = 1) = β. Both these equations are 

solved by identifying the conditional distribution 

of ℎ(𝒙𝒊)  given 𝑦𝑖 = 0  or 𝑦𝑖 = 1 . In the 

classifiers where a specific form is not observed 

for class conditional distributions of 𝒙𝒊 , the 
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receiver operating characteristic (ROC) curve is 

used to compute 𝑐0  and 𝑐1 . Once 𝑐0  and 𝑐1  are 

obtained, all the test cases which fall in the 

neutral zone could then be further analyzed 

before deciding on the predicted category. 

Results 

Thickness information of the red blood cells 

are obtained by phase-contrast imaging. Phase is 

obtained from the object hologram procured by 

digital holographic interferometric microscopy 

(DHIM) as described in [16]. We have 301 ×

301 images of 27 red blood cells of which 13 

cells were from healthy subjects and 14 cells from 

malaria-infected subjects. Each pixel represents 

the phase and is proportional to the thickness of 

the red blood cell at that pixel [16]. We would like 

to classify these 2D images of RBCs as either 

healthy RBC or malaria-infected RBC. 

After the segmentation of the cells and the 

feature extraction as proposed in the earlier 

sections, each subject is represented by a 9-

dimensional vector 𝒙𝒊 = (𝑥𝑖1, 𝑥𝑖2, . . . , 𝑥𝑖9) where 

𝑥𝑖𝑗 represents the 𝑗𝑡ℎ covariate for 𝑖𝑡ℎ subject for 

𝑖 =  1, 2, . . . , 27 and 𝑗 =  1, 2, . . . , 9. In this case, 

𝐾 =  2  as we have two classes: healthy and 

malaria infected. The stars plot in Figure 4 

represents a row corresponding to a subject in the 

data set. The stars plot on the left panel 

corresponds to the healthy subjects and the one in 

the right panel corresponds to malaria infected 

subjects. Each star in the star plot contains a 

sequence of equiangular spokes where each 

spoke represents one of the predictors. The length 

of the spoke is proportional to the magnitude of 

the predictor for the data point, relative to the 

maximum value of the covariate across all data 

points. 

 

 

 

|  
Figure 4. Stars plot of predictors for healthy and malaria infected subjects.

 

We now fit classification models through 

MDA using the R package mclust 5. We do the 

leave-one-out cross-validation (LOOCV) 

approach and estimate �̂�𝑖
(−𝑖)

= 𝑓(−𝑖) (𝒙𝑖), where 

𝑓(−𝑖)  is the classifier based on all the 

observations except the observation 𝑖. Prediction 

is done for both LDA and MDA, with LDA being 

considered as a special case of MDA. For MDA, 

model selection to choose the number of 

subclasses and the structure of covariance within 

the classes is based on BIC as described in [12]. 

For each subject in the LOOCV, we do a model 

selection. The average number of subclasses for 

the healthy class after the LOOCV was 3 and 4 

subclasses for the malaria infected class. 
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Table 1: Confusion matrix corresponding to LDA and MDA 

  Predicted class (LDA)  Predicted class (MDA) 

TrueClass Healthy Infected Healthy Infected 

Healthy 11 2 12 1 

Infected 3 11 5 9 
 

 

We now want to try and decrease the 

misclassifications from both LDA and MDA. 

Clearly the threshold used on the class posterior 

probabilities for prediction linear discriminant 

analysis was 0.5. It was the same for mixture 

discriminant analysis but, we first compute the 

posterior probabilities of the classes first from the 

posterior probabilities of the subclasses and then 

use the threshold value. To improve the model 

performance, we use the models fit through both 

the discriminant analyses and incorporate the 

neutral zone classifier strategies. We first 

compute the ROC curve using the class posterior 

probabilities and the true labels for the subjects. 

 

 
Figure 5. ROC curves for plotted for both LDA (left) and MDA (right). In both the plots, dotted (red) lines indicate a conditional 

misclassification of 5% and dashed (blue) lines indicate a conditional misclassification of 10%.

 

 

Using Figure 5, we try to obtain the thresholds 

𝑐0  and 𝑐1  to decrease the conditional 

misclassification rates. The results of the neutral 

zone classifier with both LDA and MDA are 

shown in Table 2. The first two rows show a 

confusion matrix corresponding to LDA and 

MDA, when the false positive rate (FPR) is fixed 

as α =  0.10 and the false negative rate (FNR) is 

fixed as β =  0.10. We see that the number of 

misclassifications has reduced from 5 subjects to 

4 subjects using LDA and 6 subjects to 4 subjects 

using MDA. However, using neutral zone 

classifier in both these cases reduces the number 

of subjects on which a definitive decision of 

prediction is made. We see that 8 subjects are left 
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out using LDA and 5 subjects using MDA. 

Similarly, when the FPR is fixed at α =  0.05 and 

the FNR at β =  0.05, the third and fourth rows 

in Table 2 show that the misclassifications reduce 

to 2 and 3 for LDA and MDA, respectively. 

However, the number of subjects falling into the 

neutral zone increases as the FPR and FNR are 

controlled by lower bounds. Also note that, since 

we have only 27 subjects, 5% or 10% control on 

the error rates bounds number of 

misclassifications as 1 or 2, respectively. 

 
Table 2: Confusion matrices corresponding to neutral zone classifiers along with LDA and MDA. The first two rows represent 

results when FPR and FNR are both controlled at 10%. Results in the third and fourth rows correspond to controlling FPR and 

FNR at 5%. NA indicates no decision being made. 

   Predicted class (LDA)  Predicted class (MDA) 

 True 

class 

Healthy Infected NA Healthy Infected NA 

α = 0.10 

β = 0.10 

Healthy 4 2 7 7 2 4 

Infected 2 4 1 2 11 1 

α = 0.05 

β = 0.05 

Healthy 4 1 8 7 1 5 

Infected 1 11 9 2 8 4 

 

Discussion and Conclusions 

In this paper, we have addressed the problem 

of automatic red blood cell classification by using 

statistical classification model, MDA, in which 

the granularity of the modeling is increased as the 

classes are modeled by mixture of Gaussian 

distributions. It is well known that the red blood 

cells look like biconcave disks with a flattened 

and depressed center, a dumbbell-shaped cross 

section, and a torus shaped rim on the edge of the 

disk. But the infected cells are deformed 

irregularly. On the 2D images of the red blood 

cells we first employ a cell segmentation 

approach to identify the RBC in the image. Once 

the RBC are segmented, we construct features 

from them which can then be used for further 

downstream analysis.  Standard normality tests 

along with these geometric characteristics of the 

RBCs encourage the use of mixture of Gaussian 

distributions within each subclass of the healthy 

and malaria-infected cells. We demonstrated the 

performance of LDA and MDA. We then use 

neutral zone classifiers to improve the 

classification by relooking at those subjects 

whose prediction is not very certain from the 

modeling. Mixture discriminant analysis as 

implemented in mclust 5 by [12], also does model 

selection in terms of selecting the number of 

subclasses and choosing the appropriate 

covariance structure. MDA also has the 

advantage of being a statistical model-based 

classification algorithm and not a hard-clustering 

method. 

After such an analysis of the 2D images, the 

subjects which are referred to the neutral zone can 

be further studied to better understand the 

ambiguity in them. This method of classification 

also takes care of glaring errors in the data 

collection process such as, mislabeling the 

subjects. Referring subjects to further diagnosis 

before assigning a treatment due to a wrong 

prediction is also of utmost importance in many 

applications, specifically in the medical research. 

As the cells are obtained by centrifuging the 

blood, not all red blood cells of a subject infected 

with malaria, would be infected. This implies that 

we might have some healthy cell images from a 

malaria-infected subject. Incorporating neutral 

zone classifier can also help us to detect such 

situations by controlling the false negative rates. 

In a general scenario, we would try to classify 

multiple cells in a single image and then we can 

use the majority classification of the cells in the 

image as the assigned class of the subject. 
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When we look at the microscopic images of 

blood, there are large number of blood cells 

within the image. Instead of looking at each cell 

separately, we could use similar cell 

segmentation algorithms to retain all the cells 

within the image. We can then extract the features 

of each of these cells and use them for 

classification. We could classify each cell within 

an image using MDA. These classifications can 

now be used to make informed decisions about 

malaria. Also, MDA offers the additional choice 

of fixing the number of subclasses by choosing 

them according to prior knowledge of the 

application and the properties of the data at hand. 

This is a very desirable feature for the modeling 

approach. Mixture discriminant analysis could 

also be used for the automatic classification of 

white blood cells (WBC) using the microscopic 

images, as WBCs are known to exist in different 

structures based on their functional and physical 

characteristics [17]. 
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