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Introduction: The present study discusses the importance of having a predictive method to determine the 
prognosis of patients with diseases like Covid-19. This method can assist physicians in making treatment 
decisions that improve survival rates and avoid unnecessary treatments. This research also highlights the 
importance of calibration, which is often overlooked in model evaluation. Without proper calibration, incorrect 
decisions can be made in disease treatment and preventive care. Therefore, the current study compares two 
highly accurate machine learning algorithms, Gradient boosting and Extreme gradient boosting, not only in 
terms of prediction accuracy but also in terms of model calibration and speed.
Methods: This study involved analyzing data from Covid-19 patients who were admitted to two hospitals 
in Mashhad city, Razavi Khorasan province, over a span of 18 months. The k-fold cross-validation method 
was employed on the training dataset (K=5) to conduct the study. The accuracy and calibration of two 
methods (Gradient boosting and Extreme gradient boosting) in predicting survival were compared using the 
Concordance Index and calibration.
Results: The Concordance Index values obtained for gradient boosting and Extreme gradient boosting 
models were 0.734 and 0.736, in the imbalanced and In the balanced data, the Concordance Index values 
were 0.893 for gradient boosting and 0.894 for Extreme gradient boosting. The surv.calib_beta index, the 
gradient boosting model had an estimated value of 0.59 in the imbalanced data and 0.66 in the balanced data. 
The Extreme gradient boosting model had an estimated value of 0.86 in the balanced data and 0.853 in the 
imbalanced data. The Extreme gradient boosting model was faster in the learning process compared to the 
gradient boosting model.
Conclusion: The Gradient boosting and Extreme gradient boosting models exhibited similar prediction 
accuracy and discrimination power, but the Extreme gradient boosting model demonstrated relatively good 
calibration compare to Gradient boosting model. 
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Introduction  

The survival rate for patients with Covid-19 
is generally high, but severe cases can result 
in mortality.1 Therefore, the development 
of a predictive method to determine patient 
prognosis based on their characteristics can 
assist physicians in selecting appropriate 
treatment options for better survival outcomes 
and avoiding unnecessary treatments.2 
Numerous methods exist to achieve this goal; 
however, selecting the most accurate method 
is crucial. Research suggests that machine 
learning methods typically yield more precise 
results compared to traditional survival 
methods.3-5 Machine learning algorithms 
utilize statistical and probabilistic techniques, 
optimizing them to analyze large, complex, 
and unstructured datasets. By learning from 
past experiences, these algorithms can identify 
appropriate patterns and predict survival rates 
while identifying related factors.6  Due to the 
substantial amount of data involved, training 
these algorithms can be time-consuming. 
Therefore, it is vital to identify algorithms 
that offer both high accuracy and speed. 
Another essential criterion, often overlooked 
in model evaluations, is calibration, which 
is essential to ensure appropriate decisions 
regarding disease treatment and preventive 
care.7 The aim of this study is to compare two 
highly accurate machine learning algorithms, 
Gradient boosting and XGBoost, considering 
prediction accuracy, model calibration, and 
computational speed.

Methods
Gradient boosting Algorithm

The gradient boosting machine (GBM) is an 

machine learning method, which constructs 
a predictive model by additive expansion of 
sequentially fitted weak learners. The general 
problem is to learn a functional mapping  
y=(x;β) from data 

 { }
n

x ,  y
i 1i i = where β is the set of parameters 

of F, such that some cost function 

 is minimized. Boosting assumes f(x) follows 
an additive expansion for.

where f is called the weak or base learner with 
a weight ρ and a parameter set τ. Accordingly,

compose the whole parameter set β. They are 
learnt i  n a greedy “stage-wise” process: (1) set 
an initial estimator f0(x); (2) for each iteration 
m ϵ{1, 2, . . . , M}, solve

GBM approximates (2) with two steps. First, it 
fits (x; τm) by

                                                                    (1)

Where

                                                                    (2)

Second, it learns ρ by

 
                                                                  (3)
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Then, it updates Fm (x)=Fm-1(x) + pf(x; τm) 
) . In practice, however, shrinkage is often 
introduced to control overfitting and the update 
becomes Fm (x)=Fm-1(x) + ϑpmf(x; τm) where 
0<ϑ ≤1. If the weak learner is the regression 
tree, the complexity of  f(x) is determined by 
tree parameters for example, the tree size (or 
depth), and the minimum number of samples in 
terminal nodes. Besides using proper shrinkage 
and tree param  eters, one could improve the 
GBM performance by subsampling, that is, 
fitting each base learner on a random subset 
of the training data. This method is called 
stochastic gradient boosting.8

GBM has been implemented in the popular 
open-source R package “gbm” which supports 
several regression models.9

Ridgeway adapted GBM for the Cox model. 
The cost function is the negative log partial 
likelihood:

                                                                     (4)

One can then apply (1), (2), and (3) to learn 
each additive model.
In our study, we utilized the GBM algorithm, 
which was implemented using the gbmcox 
package named gbmcox.8 Following Chen 
et al.'s research, this algorithm was executed 
with the negative log partial likelihood cost 
function.

Extreme gradient boosting (XGBoost) 
Algorithm

Both the gradient boosting and XGBoost 
methods share the same principle of gradient 
boosting and have similar mathematical 
concepts. However, the XGBoost method 

incorporates more regularization compared to 
the Gradient Boosting method. Specifically, 
the XGBoost method employs two types 
of regularization, L1 and L2, whereas the 
Gradient Boosting method only utilizes L1 
regularization. This increase in regularization 
techniques has enhanced the model's ability 
to generalize to new data. L1 regularization, 
also known as Lasso Regression, involves 
multiplying the sum of absolute values of all 
coefficients by a constant and adding it as a 
penalty term to the loss function.

                                                                     (5)

Ridge regression, also known as L2 
regularization, is an additional term used in 
regularization. In L2 regularization, the penalty 
term in the loss function is derived from the 
sum of the squared values of all the weights on 
the connections within the neural network of 
the machine learning model.10-11

                                                                     (6)

The L2 norm, in contrast to the L1 norm, 
allows for the learning of intricate patterns in 
the input data. However, the L2 norm does not 
handle outlier data well in the dataset used. 
This is because outliers noticeably increase 
the prediction error of the model, causing the 
weights of the model to become smaller due 
to the normal penalty term L2 in the function. 
On the other hand, the L1 norm exhibits better 
performance and resilience when confronted 
with outliers in the input data. Therefore, 
it is advisable to combine both norms to 
compensate for each other's limitations and 
achieve a higher-performing model. In this 
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study, the xgboost and survXgboost packages 
in RStudio software were utilized for the 
implementation of this algorithm.12-13  

Data source and data extraction

This research is a historical cohort study 
that investigates 34,925  patients who were 
hospitalized with covid-19 at Imam Reza and 
Qaem hospitals in Mashhad, Razavi Khorasan 
Province, during the period of March 2020 to 
September 2021.
The diagnosis of covid-19 was based on clinical 
examinations, blood and PCR tests, as well as 
lung CT scans. All relevant information, such 
as admission date, demographic characteristics, 
underlying diseases, clinical symptoms, 
diagnostic test results, and date of discharge 
or death, was collected from the University 
Health Information System (HIS). A total of 
63 features were examined in this study.

Comparison of models

After the data was extracted, it underwent 
refinement and sorting. Clinical data often 
faces the issue of imbalanced classes, where 
one class has a noticeably larger number of 
samples compared to the others. In our study, 
for instance, the death rate due to covid-19 
was 21%, while the censoring rate was 79%. 
This imbalance, known as data imbalance, 
can impact the model's performance and 
yield unreliable outcomes. To address this, 
researchers typically employ techniques such 
as oversampling (repeating random records 
from the minority class), undersampling 
(removing random records from the majority 
class), or a combination of both with a ratio 
of 0.5.

In our study, we compared the models using 
imbalanced and balanced data by employing 
the combined method with a ratio of 0.5. This 
was accomplished through the ROSE package 
and the ovun.sample function.14  
Next, we utilized the k-fold cross-validation 
method to create subsets within the training 
dataset, with k=5. We compared the accuracy 
and calibration of the models in predicting 
survival on the experimental dataset using the 
Concordance index (C-Index) and calibration. 
The mlr3tuning package was employed to 
optimize the hyperparameters.15  All statistical 
analyses were conducted using R software.16 
Cross-validation is an effective measure to 
prevent overfitting as it allows the model 
to be trained on multiple datasets instead of 
relying on a single test and train dataset. This 
ensures the model's performance on unseen 
data and its generalizability. One commonly 
used cross-validation method is the k-fold, 
which randomly divides the training dataset 
into k subsamples of equal size. Each stage 
of the cross-validation process involves using 
k-1 of these subsamples as the training dataset 
and one as the validation dataset to calculate 
performance evaluation indices such as the 
C-Index. The average C-Index or calibration 
obtained from these k steps represents the final 
Concordance index or final calibration for 
evaluating the model's performance.17

Concordance Index (C-Index)

The concordance index (C-index) or Harrell’s 
CH is one of tools used for evaluating the 
performance of a survival model. Intuitively, 
it is the fraction of all pairs of patients whose 
predictions have correct orders over the pairs 
that can be ordered. Formally, the C-index is
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                                                                     (7)

ρ is the set of validly orderable pairs, where 
ti < tj ; |ρ| is the number of pairs in ρ; F(x) 
is the prediction of survival time; I is the 
indicator function of whether the condition 
in parentheses is satisfied or not. In the PH 
setting, the predicted survival time can be 
equivalently represented by the negative log 
relative hazard. The C-index estimates the 
probability that the order of the predictions of 
a pair of comparable patients is consistent with 
their observed survival information.8

surv.calib_beta 

Calibration is an important statistical measure 
that evaluates the effectiveness of predictive 
models. The C-Index and similar criteria assess 
the agreement between predicted and actual 
values, indicating how accurately the model 
distinguishes between patients.18  
Calibration, on the other hand, measures the 
proximity of observed and predicted absolute 
risks.7 The surv.calib_beta method involves 
fitting the predicted linear predictor from a Cox 
PH model as the sole predictor in a new Cox 
PH model with the test data as the response 
variable.

( ) ( ) ( )0| exp  h t x h t lβ=                           (8)

Where l  is the predicted linear predictor. The 
model is well calibrated if β the estimated 
coefficient is equal to 1.19 A slope < 1 suggests 
that estimated risks are too extreme, i.e., too 

high for patients who are at high risk and too 
low for patients who are at low risk. A slope > 
1 suggests the opposite, i.e., that risk estimates 
are too moderate.20

Quality of analysis: we support that our analysis 
supports following the Standards for Reporting 
of Diagnostic Accuracy Studies (STARD) 
guidelines by Cohen et al.,21  or the proposed 
STARD-AI guidelines by Sounderajah et al.22

Results

In the case of imbalanced data, the C-index 
values for the gradient boosting and XGBoost 
models are 0.734 and 0.746, respectively. In 
balanced data, the C-index values are 0.893 
for gradient boosting and 0.894 for XGBoost 
(Table 1). Based on Figure 1(a,b), it seems that 
there is no large difference between the two 
models in terms of C-index value. However, 
balancing the data has led to an increase in 
model accuracy by approximately 0.15, which 
is a relatively substantial improvement. 
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Figure 1. Box plot of surv.index index for XGBoost and 
Gradient Boosting model in imbalanced data (a) and bal-
anced data (b)
Regarding the surv.calib_beta index, the 
values for the imbalanced data are 0.593 for 

gradient boosting and 0.86 for XGBoost. In 
balanced data, the values are 0.66 for gradient 
boosting and 0.853 for XGBoost (Table 1). 
Figure 2(a,b) clearly demonstrate a noticeable 
distinction between the two models, with the 
XGBoost model exhibiting better calibration. 
In terms of training time, the gradient boosting 
model takes approximately 121.10 seconds, 
whereas the XGBoost model only requires 
2.59 seconds. This indicates that the XGBoost 
model undergoes the learning process around 
47 times faster than the gradient boosting 
model.
Discussion

Table 1. Comparison of Performance of XGBoost and Gradient Boosting methods in imbalanced and balanced data

Model surv.C-index 
imbalanced data

surv.C-index balanced 
data

surv.calib_beta
 imbalanced data

surv.calib_beta 
balanced data

Surv.XGBoost 0.746      0.894       0.860 0.853

Surv.GBM 0.734       0.893       0.593 0.660

Figure 2. Box plot of surv.calib_beta index for XGBoost and Gradient Boosting model in imbalanced data (a) and bal-
anced data (b)
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Survival analysis is a statistical approach used 
to model the time until a specific event occurs, 
such as death, hospital discharge, or ICU 
admission.23 In this type of analysis, accurately 
predicting patient prognosis, identifying factors 
related to survival, and predicting outcomes 
like death or disease recurrence are crucial 
for making informed decisions regarding 
treatment, monitoring, and disease prevention. 
However, even if a model has high accuracy, its 
results cannot be considered reliable unless the 
model is well calibrated. Failure to calibrate 
the model can introduce bias in risk estimation 
for patients at high or less common risk of the 
desired outcome, ultimately impacting clinical 
decisions.7 Therefore, striking a balance 
between predictive power and calibration is 
always emphasized.24 
In our study, both the Gradient boosting and 
XGBoost models exhibited similar prediction 
accuracy, with both algorithms demonstrating 
relatively good accuracy and discrimination 
power. Previous studies comparing Gradient 
boosting and XGBoost methods with 
traditional methods like logistic regression 
(LR) and other machine learning techniques 
such as Support Vector Machine (SVM) and 
Naïve Bayes (NB) have consistently shown 
higher accuracy for Gradient boosting and 
XGBoost methods.25,26 Nevertheless, it seems 
that the gradient boosting model was not well 
calibrated for both balanced and imbalanced 
data, as suggested by the surv.calib_beta value.
On the other hand, the XGBoost model 
demonstrated good calibration with a surv.
calib_beta index close to one. In a study by Hu 
et al., which aimed to identify pregnant women 
at risk of gestational diabetes, the XGBoost 
model not only exhibited higher accuracy 
compared to the traditional LR model but also 

showed desirable calibration.27 Additionally, 
it was observed that data balancing only 
affected the C-index and consequently the 
model's accuracy. In our study, it appears that 
while data balancing can improve the model's 
accuracy to some extent, calibration heavily 
depends on the specific model employed.
Regarding training time, it is worth mentioning 
that both Gradient boosting and XGBoost 
algorithms are based on decision trees. 
Therefore, parallel execution of multiple trees 
simultaneously is practically unfeasible due 
to the need for predictions after each tree to 
update gradients. However, the XGBoost 
method employs parallelization within a tree to 
create branches independently using openMP, 
resulting in a shortened learning process.12 
As the number of data points and features 
examined in a study increases, the disparity in 
training time between the Gradient boosting 
and XGBoost algorithms will likely grow 
exponentially.

Conclusion

Both the Gradient boosting and XGBoost 
models exhibited similar prediction accuracy 
and discrimination power, but the XGBoost 
model demonstrated relatively good 
calibration compare to Gradient boosting 
model. Balancing the data can enhance the 
accuracy of the model to some extent, but the 
calibration performance is influenced by the 
specific type of model used. Also the XGBoost 
model undergoes the learning process faster 
than the gradient boosting model.
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