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Introduction: Prediction of Wegener's granulomatosis diagnosis and relapse is a complex process. In this 
study, we applied machine learning algorithms to predict Wegener's granulomatosis relapse.
Methods: In this research, 189 patients admitted to Amiralam Hospital were studied and followed for 
approximately 2 years. Patient features included demographics, organ involvement, symptoms, and 
other clinical data. Different popular machine learning algorithms were applied for predicting Wegener's 
granulomatosis relapse, including Support Vector Machines, Random Forest, Gradient Boosting, and XGBoost 
algorithms. The prediction model performance was measured for the different candidate prediction algorithms 
using accuracy, precision, recall, and F1-measure. The selected prediction model performance was calculated 
based on different relapse rates and major relapse occurrence according to Birmingham Vasculitis Activity 
Score (BVAS) fields.
Results: Applying different machine learning algorithms, the XGBoost algorithm performed the best. The 
results indicated that the prediction model's performance increased when calculating higher relapse rate 
possibilities. The XGBoost model had 82% accuracy while predicting more than one relapse rate and 92% 
accuracy in predicting more than twice the relapse rate. We also calculated the SHAP value for the prediction 
model. The results indicated that Cr, BVAS, lymphocyte percentage, vitamin D, nose involvement, alkaline 
phosphatase, diagnosis age, white blood cell count, erythrocyte sedimentation rate, and initial nose presentation 
are the 10 most important features according to SHAP value.
Conclusion: In this study, we have developed Wegener's granulomatosis relapse prediction model using 
machine learning algorithms. We achieved reasonable precision and recall for early prediction and decision-
making regarding Wegener's granulomatosis relapse
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Introduction  

Granulomatosis with Polyangiitis (Wegener's) 
disease, also known as GPA, is an autoimmune 

disease of unknown etiology. It causes 
symptoms in the sinuses, lungs, and kidneys, as 
well as other organs. GPA is diagnosed based 
on a combination of clinical manifestations 



190

Vol 9  No 2 (2023)

A Wegner's Granulomatosis Risk Prediction Model Based on ...

Shoshtarian Malak J et al. 

including blood tests, X-rays, CT scans, and 
physical exams. Tissue biopsies of the affected 
organ are most often necessary to confirm 
the diagnosis. Antineutrophil cytoplasmic 
antibodies directed against proteinase 3 (PR3-
ANCA) highly specify GPA.1,2 GPA can be 
categorized as mild, moderate, or severe 
depending on the extent of organ involvement 
based on the Birmingham Vasculitis Activity 
Score (BVAS). According to the American 
College of Rheumatology's classification 
criteria, GPA as a separate disease from other 
forms of systemic vasculitis has limitations 
because it may not clearly distinguish GPA 
from microscopic polyangiitis (MPA) and 
vasculitis mimics.3 Some researchers have 
indicated that ANCA is a valuable measure to 
predict the relapse of GPA,4 while others stated 
that ANCAs do not predict disease activity in 
Wegener's granulomatosis.5
Nowadays, machine learning techniques 
have been widely used for disease prognosis, 
diagnosis, and management. Predicting a 
chronic disease and diagnosing it at early stages 
plays a pivotal role in medical scenarios.6 

Previous studies on GPA classification and 
risk prediction were limited by conventional 
statistical methods; hence, models for severity 
prediction and risk factor analysis of GPA 
had not yet been developed. A prediction 
model and risk stratification model for lupus 
nephritis renal flare developed with Gradient 
Boosting and Simplified Risk Score Prediction 
Model showed good predictive performance 
of 0.81 C-index.7 A simple, clinician-friendly 
machine learning-based model introduced 
to assist with the diagnosis of systemic lupus 
erythematosus showed 94.8% accuracy.8 While 
several different prediction algorithms have 
been proposed for different chronic disease 

management, less work has been done in GPA 
data and risk factor analysis/prediction. High-
dimensional data with small sample sizes are 
a common problem in clinical research where 
case numbers are limited. Therefore, machine 
learning algorithms should be applied to 
avoid optimistic performance estimates. Due 
to integrated technology, ensemble feature 
selection algorithms have better stability/
robustness than other methods in handling high-
dimensional data with multiple optimal feature 
subsets. In this research, we used XGBoost 
ensemble algorithms.9
Considering the high relapse rate of Wegener's 
disease, several studies have sought to analyze 
associated risk factors.10,11 Immunosuppressive 
drugs are prescribed based on periodic 
ANCA evaluation. Patient at cessation stage 
of disease who received no higher dose of 
immunosuppressive drugs reported more 
recurrence rate than those who received 
ongoing immunosuppression according to 
ANCA value.12 Clinicians are concerned about 
the toxic effect of immunosuppressive drugs 
used for Wegener's patients.   Although ANCA 
is identified one of the main biomarkers to 
predict GPA relapse,13 Studies had shown that 
beside ANCA, heart involvement and age 
could highly increase the risk of the relapse.14 
Routinely measuring ANCA titer within 2- 
or 3-time intervals, had shown only 50 to 
60 percent association to disease severity. 
Accordingly measuring early ANCA level 
before symptomatic change showed even less 
relationship.15,16 ANCA evaluation along with 
determining potential organ involvement could 
not be a promising method for recurrence 
evaluation. Instead using predictive methods 
might provide better decision support to 
maintain the patient.
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Methods

Figure 1 shows a Schematic overview of relapse 
prediction model construction. 

Study cohort

In this research, we conducted a longitudinal 
study consisting of 189 patients followed for 
approximately 2 years. The patients were 
admitted to Amiralam Hospital between 2013 
and 2018 and their data were registered in the 
hospital's data registry system. During each 
patient admission, the Birmingham Vasculitis 
Activity Score (BVAS) was calculated for 
all patients based on symptoms at the time 
of diagnosis and recurrence of the disease. 
Patient demographics, organ involvement, 
symptoms, and other clinical data were stored 
electronically. The ANCA titer was measured 
at different disease phases for each patient 
at different times. Considering the data set 
characteristics, 57 percent of the patients were 

male and 42 percent were female. We randomly 
selected a study cohort comprising 70 percent 
of patients with Wegener's disease identified 
and 30 percent of controls to construct, train, 
and compare the machine learning models. 
115 patients experienced at least one relapse, 
while 63 cases had more than one relapse and 
28 cases relapsed more than twice.

Feature Selection 

Initially, we had 249 features including patient 
demographics, organ involvement, symptoms, 
and other clinical data. Redundant features 
were removed, including identification features 
related to the patient. Organ involvement sub-
features were merged into single features 
indicating each organ's involvement status. 
For example, considering the sinuses, we had 
different involvements including sinusitis, 
mastoid, erosion, and sclerosis. All of these 
symptoms were merged into one sinus-related 
feature based on rheumatology specialists' 

Figure 1. Schematic overview of relapse prediction model construction
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opinions. According to the specialists' 
opinions, 57 features were removed, leaving a 
final selection of 87 features. Considering the 
machine learning techniques we applied for 
prediction, these models intrinsically perform 
feature selection automatically as part of the 
learning process and only include predictors 
that help maximize accuracy.

Clinical Outcomes

In this study, patients' severity of disease was 
calculated based on the Birmingham Vasculitis 
Activity Score (BVAS) according to symptoms 
present at the time of diagnosis. The number 
of patient relapse times at subsequent visits 
was also calculated. The prediction models' 
performance was tested to predict different 
relapse rates. We also analyzed the occurrence of 
major BVAS/WG items and applied prediction 
models to forecast major relapse events.

Data preprocessing

Redundant features were removed, including 
patient identification features. Ninety-five 

percent of the data had less than 5% missing 
values, while 5% had approximately 25-30% 
missing values. Some data items were not filled 
based on the fact that during patient assessment 
sessions, patients did not have any signs for 
that field. In these cases, the missing value was 
replaced by zero. Continuous and categorical 
features with missing values were imputed 
using the K-NN imputation algorithm.

Prediction model

Different popular prediction models were 
applied for WG relapse prediction, including 
SVM, Random Forest, Gradient Boosting, and 
XGBoost algorithms. The model with the highest 
accuracy was selected for prediction. We used 
70% of the data for model training and 30% 
as test data to determine model performance. 
We evaluated the following metrics: Accuracy, 
Precision, Recall, and F1-score (Table 1). 
Ensemble machine learning methods including 
Gradient Boosting methods are widely used for 
classification and predictive modeling. They 
are constructed from decision tree models. 
Decision trees are added one at a time to the 

Table 1. Accuracy, Precision, Recall and fi-score of prediction methods for different relapse rate
#Relapse Model Accuracy Precision Recall Fi-score

Replapse>1

SVM 0.71 0.5 0.71 0.59
RandomForest 0.74 0.72 0.74 0.72
GradientBoosting 0.76 0.77 0.76 0.77
XGBoost 0.82 0.81 0.82 0.81

Replapse>2

SVM 0.92 0.85 0.92 0.88
RandomForest 0.92 0.85 0.92 0.88
GradientBoosting 0.79 0.87 0.79 0.83
XGBoost 0.92 0.85 0.92 0.88

Replapse>3

SVM 1 1 1 1
RandomForest 1 1 1 1
GradientBoosting 0.84 1 0.84 0.91

1 1 1 1
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ensemble and fit to correct prediction errors 
made by prior models. Built models are then 
fit using arbitrary differentiable loss functions 
and gradient descent optimization algorithms. 
Extreme Gradient Boosting (XGBoost) 
is an efficient implementation of gradient 
boosting algorithms that applies approximate 
computation algorithms. Feature importance 
of the input parameters was calculated based 
on the fitted XGBoost prediction model. 
All prediction model implementations were 
done using Python 3.6 in the Google Colab 
environment (packages: sklearn, XGBoost, 
graphviz, matplotlib).
Our classifier is a binary classifier predicting 
relapse occurrence, hence we did not classify 
patients based on their relapse rate. Instead, 
in each scenario, we changed the relapse rate 
threshold and considered patients with lower 
relapse rates as normal. For instance, the 
scenario with relapse > 2 had patients with a 
relapse rate greater than 2 as the outcome True 
(1) and others as the outcome False (0). So we 
trained and tested the model with different data 
sets where the outcome was different based 
on their relapse rate. Table 2 demonstrates 
the number of samples in each relapse 
frequency (Relapse >0, Relapse>1, Relapse>2, 
Relapse>3).

Prediction model tuning

In this research, we tested different values for 
XGBoost's common influential parameters 
to achieve higher model performance. These 

hyperparameters included tree-specific and 
learning task-specific values and weights that 
determine the learning process of the algorithm. 
Important tree-specific features tested were 
maximum tree depth, percentage rows and 
columns of rows used for each tree. Learning 
task-specific tree parameters controlled 
included the learning rate and early stopping 
rounds to improve the algorithm's accuracy.

Prediction model performance analysis

The prediction model performance was 
measured for the different candidate prediction 
algorithms using accuracy, precision, recall, 
and F1-score measures. The selected prediction 
model performance was calculated based on 
different relapse rates and occurring major 
relapse according to BVAS score fields.

Results

Considering the relapse rate of the case study 
instances 61% had at least one-time relapse, 
33% percent had more than twice relapse, 15% 
had more than three-time relapse and 60% 
had major relapse according to BVAS feature 
set. Applying different machine learning 
algorithms Including SVM,Random Forest, 
Gradient Boosting and XGBoost algorithms, 
the results indicated the XGBoost algorithm 
had the highest performance (Figure2). Table1 
shows accuracy, precision, recall and fi-score of 
prediction methods for different relapse rates. 
The results indicated that the performance of 

Table 2. Number of samples in each relapse frequency (Relapse >0, Relapse>1, Relapse>2, Relapse>3)
Class Relapse 0 Relapse 1 Relapse 2 Relapse 3

0 71 123 158 176
1 115 63 28 10
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XGBoost prediction model increased when 
calculating higher relapse rate possibilities. 
XGBoost model had 82% accuracy while 
predicting more than once relapse rate and 92% 
accuracy predicting more than twice relapse 
rate.
The feature importance was calculated based 
on the XGBoost prediction model; Figure 3 
demonstrates the top 15 features according 
to importance. We also calculated SHAP 
(SHapley Additive exPlanations) values for 
a more detailed analysis of features (Figure 
4). For each top important feature, we plotted 
split value histograms to gain better insight 
into their values and cutoff points (Figure 5). 
Considering the important features' prediction 

model split values, Hemoglobin (Hb) was 12.5 
gm/dl, Birmingham Vasculitis Activity Score 
(BVAS) was 12 and 15, Vitamin D was 15 or 23 
ng/ml, Polyglandular autoimmune syndrome 
(PGA) was 6.5, Creatinine (Cr) was 105 
and 120 μmol/L, aspartate aminotransferase 
(AST) was 18.2 U/L, platelet count (PLT) 
was 280,000, Alkaline Phosphatase (ALP) 
was 174 IU/L, and lymphocyte percentage 
was 12.5. The results also indicated that Cr, 
BVAS, lymphocyte percentage, vitamin D, 
nose involvement, ALP, diagnosis age, white 
blood cell count, erythrocyte sedimentation 
rate, and initial nose presentation are the 10 
most important features according to SHAP 
value (Figure 4).

Figure 2. Prediction models accuracy for different relapse rates 

Figure 3. Feature importance based on XGBoost algorithm
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Discussion

Identifying patients with a higher probability 
of relapse has been investigated in several 
studies.16-19 Multiple correspondence analysis 
(MCA) was used for cluster analysis based 
on a k-means algorithm. One cluster model 
included nine clinical baseline variables as 
input variables, and a second cluster model 
additionally included ANCA specificities. 
Five partial clusters were distinguished for 
each relapse rate: cardiovascular AAV (highest 
relapse risk), non-renal AAV, renal AAV with 
PR3-ANCA, renal AAV without PR3-ANCA, 
and gastrointestinal AAV (lowest risk).18 

A stepwise algorithm was proposed for the 
classification of antineutrophil cytoplasmic 
antibody-associated vasculitis (AAV) and 
polyarteritis nodosa (PAN).8 There has been 
much discussion about relapse prediction 

based on ANCA measurements, with studies 
showing ANCA is a more accurate measure 
for GPA patients with renal involvement but 
less efficient for non-renal disease.20 There 
is controversy regarding whether the course 
of GPA is different between PR3-ANCA-
associated vasculitis (AAV) versus MPO-AAV. 
Studies indicated that more organs are affected 
in PR3-AAV, whereas renal-limited vasculitis 
occurs more often in patients with MPO-AAV.21

This is the first study to apply machine learning 
methods to predict relapse in GPA patients. 
We applied several different machine learning 
algorithms and found the XGBoost method 
showed the best performance for predicting 
relapse rates. Since two years of follow-up 
data were available for patients, the prediction 
models were tested on different relapse rates. 
The results indicated the selected prediction 
model had better performance for higher relapse 

Figure 4. Calculating the SHAB value for XGBoost prediction model
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rates. We also analyzed important features 
and SHAP (SHapley Additive exPlanations) 
values for the major relapse prediction model. 
The important features for predicting first-
time relapse were the same as for major 
relapse prediction. However, the SHAP value 
analysis differed - it indicated that Hb, BVAS, 
Vitamin D, Cr, PGA, PLT, ALP, ESR, AST and 
lymphocyte percentage had the highest SHAP 
values for major relapse prediction. In many 
medical applications, the number of samples 
is small while the number of descriptive 
dimensions is high. This "high dimension, 
low sample size" problem commonly arises in 
medicine where small patient populations are 
described by many characteristics. There are 
several ways to address this problem - feature 
selection is a popular method for reducing 
dimensions. In this study, we removed 57 
features during feature selection. Additionally, 
some regularized machine learning algorithms 
like ensemble methods can automatically 
calculate feature importance from trained 
predictive models.9,22,23

A score for estimating the probability of relapse 
in granulomatosis with polyangiitis (GPA) 
and microscopic polyangiitis (MPA) was 
developed called the Five Factor Score (FFS), 
and univariate and multivariate analyses were 
conducted to identify variables associated with 
relapse.24 The area under the receiver operating 
characteristic (ROC) curve of their score 
showed approximately 0.71 performance in 
patients monitored within 36 months. However, 
the study was influenced by major usage of 
rituximab before the study, which significantly 
changed the treatment of GPA and MPA 
patients. In another study, the Least Absolute 
Shrinkage and Selection Operator method 
and Cox proportional hazards regression were 

used to develop a predictive model for long-
term survival of ANCA-associated vasculitis.25 

The optimism-corrected concordance index 
and integrated Brier score of their prediction 
model were 0.728 and 0.109, respectively. 
Their predictive model demonstrated higher 
net benefits compared to the revised FFS 
(rFFS) and the Birmingham Vasculitis Activity 
Score (BVAS) system. O. Burkhardt et al.26 

searched for risk factors predicting mortality 
in patients with Wegener's granulomatosis 
(WG) treated in the intensive care unit (ICU). 
They studied 17 patients admitted to the ICU 
and monitored their clinical and laboratory 
variables over 4 years. Negative prognostic 
factors were identified using contingency 
table analyses, univariate logistic regression, 
and discriminant analysis. The discriminant 
analysis and application of the modified Ridge 
rule with selection produced a satisfactory 
result with an accuracy of 82.4% and a 90.0% 
probability for a correct prognosis of survival. 
In another study,27 logistic regression models, 
Kaplan–Meier method, and Cox proportional 
hazards regression models were applied to 
analyze relapse rate, MPO-ANCA status, and 
remission-maintenance therapies. A XGBoost-
based model was built to predict the risk of 
myelodysplastic syndrome using vital signs, lab 
results, and demographics from the prior two 
years of patient data.28 The model achieved an 
area under the receiver operating characteristic 
curve (ROC AUC) value of 0.87 for prediction 
of MDS one year prior to diagnosis, with a 
sensitivity of 0.79 and specificity of 0.80. The 
XGBoost model was compared against logistic 
regression and artificial neural network models, 
which achieved ROC AUC values of 0.838 and 
0.832, respectively.
In this study, we developed a GPA relapse 
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prediction model using machine learning 
algorithms. We achieved reasonable precision 
and recall for the relapse prediction model. 
Nowadays, machine learning techniques are 
widely used to simulate human decision-making 
and handle complex tasks. Additional studies 
should prospectively validate the proposed 
prediction model to analyze its validity in 
different patient populations and assess health 
outcomes. We are also working to enrich 
our dataset with non-GPA patients to build a 

prediction model for Wegener's diagnosis.
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