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Introduction 
 
Suicide, a significant cause of death worldwide, 
refers to an intentional act of self-harm with fatal 
consequences (1). Global pandemics, such as 

COVID-19, can worsen mental health issues due 
to factors such as social isolation (2). Risk factors 
for suicide and repeat suicide attempts involve 

Abstract 
Background: Suicide is a critical global issue with profound social and economic consequences. Implementing 
effective prevention strategies is essential to alleviate these impacts. Deep neural network (DNN) algorithms 
have gained significant traction in health sectors for their predictive capability. We looked at the potential of 
DNNs to predict suicide cases. 
Methods: A descriptive-analytical, cross-sectional study was conducted to analyze suicide data using a deep 
neural network predictive prevention system (DNNPPS). The analysis utilized a suicide dataset comprising 
1,500 data points, provided by a health research center in Kerman, Iran, spanning the years 2019-2022.  
Results: Factors such as history of psychiatric hospitals, days of the week, and job were identified as the most 
important risk factors for predicting suicide attempts. Promising results were obtained by applying the 
DNNPPS model to a dataset of 1453 individuals with a history of suicide. The problem was approached as a 
binary classification task, with suicide history as the target variable. We performed preprocessing techniques, 
including class balancing, and constructed a DNN model using a sequential architecture with four dense layers. 
Conclusion: The success of the DNN algorithm depends on the quality and quantity of data, as well as the 
model's architecture. High-quality data should be accurate, representative, and relevant, while a large dataset 
enables the DNN to learn more features. In our study, the DNNPPS model performed well, achieving an F1-
score of 91%, which indicates high accuracy in predicting suicide cases and a good balance between precision 
and recall. 
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various aspects such as depression, family con-
flicts (particularly parental conflicts), parental ed-
ucation level, socioeconomic status, codependen-
cy, and behavioral patterns developed during 
schooling (3).  
Machine learning (ML) models have become in-
creasingly pivotal in the field of suicide predic-
tion. Their impact is particularly pronounced in 
clinical research, where they offer valuable in-
sights and aid in identifying individuals at risk. As 
technology advances, these models continue to 
evolve, providing hope for more accurate and 
timely interventions to prevent suicide. Research-
ers worldwide have dedicated substantial efforts 
to exploring the efficacy of ML in suicide predic-
tion, leading to a growing body of evidence sup-
porting their utility. For example, Ophir et al. 
employed a deep neural network to predict sui-
cide using 83,292 social media texts. They ex-
plored two types of models: the Single Task 
Model (STM) and the Multi-Task Model (MTM). 
The MTM outperformed the STM in terms of 
accuracy and AUC. Overall, these findings 
demonstrate the utility of ML models for suicide 
prediction (4). Furthermore, Martinez et al. em-
ployed a convolutional neural network for pre-
dicting suicide using electronic health record data 
from 500,000 veterans. Based on the model’s 
performance (positive predictive value = 0.54), 
they suggested that such models are valuable for 
suicide prediction (5). 
In the current study, we specifically examine the 
impact of using the DNN algorithm in predicting 
suicide. We discover that artificial intelligence 
(AI) offers distinct advantages over human capa-
bilities in terms of categorizing, analyzing, and 
predicting data. These advanced capabilities can 
aid decision-making processes (6). In emergency 
and medical centers, resources are often priori-
tized for patients with greater urgency, consider-
ing limitations in infrastructure and high patient 
volumes. Our study proposes the development of 
decision-support software that can provide neu-
ropsychiatric professionals with predictive data 
on the likelihood of recurrent suicide. Such a tool 
could greatly improve treatment planning and 
counseling efforts. Moreover, existing literature 

supports the potential benefits of mobile applica-
tions as supplementary tools to strengthen pre-
ventive measures against recurrent suicide (7, 8). 
Implementing our findings in practice can assist 
clinical experts in making well-informed decisions 
regarding patient hospitalization or discharge. 
Therefore, in this study, the DNNPPS algorithm 
is utilized to investigate its effectiveness in pre-
dicting suicides. 
 

Materials and Methods 
 
Ethical approval was received from Kerman 
University of Medical Sciences with the reference 
number IR.KMU.REC.1401.250. Data was col-
lected based on a system designed by the Health 
Services Management Center at the Future Stud-
ies Research Institute in Iran. Various standard 
questionnaires were utilized, and a comprehen-
sive health system approach towards suicide was 
followed. The data for our study was gathered 
from the years 2019 to 2022. 
 The information collected, stored in an Excel file 
format, consisted of approximately 1500 patients 
attempting suicide and were subsequently admit-
ted to a psychiatric ward. The DNN model was 
applied to the data, and the quality and quantity 
of this data can significantly impact how well the 
model performs. The features of the dataset are 
provided in Table 1.  
 

The study employed various preprocessing tech-
niques to mitigate bias and enhance result accura-
cy. These techniques included balancing the de-
pendent variable, addressing missing data, and 
scaling the data. To address imbalanced data, the 
Random Under-Sampling algorithm was utilized, 
reducing data from the majority class (which is 
particularly useful in the health field) (9, 10). The 
iterative imputation algorithm was employed to 
handle missing values and boost the ML model’s 
performance. This involved predicting missing 
features based on the remaining features through 
multiple iterations, resulting in a more robust da-
taset (11). Scaling techniques were applied during 
preprocessing to normalize data and prevent sig-
nificant differences in value ranges (12, 13). 
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Normalization ensured that larger data values did 
not exert undue influence on the DNN model, 
ensuring fair and accurate interpretation of all 
data values. After training a DNN model, it was 
crucial to assess its performance to determine its 
effectiveness. Evaluation involved measuring 
metrics such as the f1-score, which is particularly 
appropriate for imbalanced datasets (14). Prior to 
modeling, data validation was conducted by di-
viding the data into a 70% training set, 10% vali-
dation set, and 20% testing set. Table 1 shows 

the hyperparameter values used for training our 
deep neural network. During training, the drop-
out regularization technique was applied to pre-
vent overfitting. It involves randomly “dropping 
out” a fraction of the input units or neurons in a 
layer during forward and backward passes. These 
units are temporarily ignored during the forward 
and backward passes of training. Given its pur-
pose in predicting poisoning, this DNN model is 
named as ‘DNNPPS’. 

 
Table 1: Values of hyper-parameters for training DNNPPS model 

 

Parameter Name Parameter Value 
Number of epochs 50 
Activation function Relu 
Optimizer Adam 
Dropout rate 0.2 
Number of layers 4 
Number of neurons [32, 32, 16, 1] 
Learning rate 0.001 
Batch size 32 
Loss function Binary cross entropy 
Classification function Sigmoid 

 

Results 
 
Sample Characteristics 
Among 1500 individuals, we selected 1453. Most 
participants were male, accounting for 56% of 
the total sample, while females comprised 44%. 
Regarding their mental health history, 17% of 
participants sought assistance from a psychiatrist 
or psychologist, while the remaining 83% did not. 
The majority of suicide attempts occurred on 
Fridays, particularly on holidays, with approxi-
mately 233 cases. It was observed that around 
51% of those who attempted suicide were unem-

ployed. The median age of the participants was 
27 years, with a standard deviation (S.D.) of 9.88 
years.  
 
Prediction Models 
The results were obtained through the implemen-
tation of a DNNPPS using the Python pro-
gramming language in Google Colab. The model 
was trained for 50 epochs. The f1-score and loss 
curve are depicted in Figs. 1,2. Based on the ob-
servations, there is no evidence of over fitting in 
the training process, and it occurs successfully.
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Fig.  1: Train and validation loss during the training process 

 

 
Fig.  2: Train and validation f1-score during the training process 

 

The confusion matrices for the training and test 
data are illustrated in Fig 3. Fig. 4 respectively. 
DNNPPS model exhibits excellent predictive 

capabilities for identifying suicide, and its ability 
to generalize is deemed satisfactory based on the 
evaluation conducted using the test data. 
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Fig.  3: The confusion matrix of DNNPPS model for the training data 
 

 
 

Fig.  4: The confusion matrix of DNNPPS model for the test data 
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We evaluated the performance of the model us-
ing accuracy, defined as the percentage of cor-
rectly classified samples in Fig.  5. The model 

achieved an accuracy of over 95% on the training 
set and over 85% on the validation set. 

 

 
Fig.  5: Accuracy of train and validation sets of DNNPPS model 

 
The performance of the model was evaluated 
using a receiver operating characteristic (ROC) 
curve, which plots the true positive rate against 
the false positive rate at various classification 

thresholds. The area under the ROC curve 
(AUC) for the training set was calculated to be 
0.99, indicating excellent discrimination between 
positive and negative samples (Fig.  6). 

 

 
Fig.  6: ROC carve train of DNNPPS model 

 
According to Fig.  7 the ROC curve for the train-
ing set had an AUC of 0.93, indicating excellent 

discrimination between positive and negative 
samples. 
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Fig.  7: ROC curve test of DNNPPS model 

 
The evaluation results using the test data showed 
0.92 for the precision, 0.81 for recall, and 0.91 for 
f1-score of the model. The results demonstrate 
satisfactory performance in predicting suicide 
cases. In the context of predicting suicide cases, 
an f1-score of 91 percent suggests that the model 
is effective in identifying individuals at risk of 
suicide. 
 
Discussion  

 
This study employed DNNPPS model to assess 
the predictive accuracy of the model in identify-
ing potential suicidal tendencies. The objective 
was to provide essential support to clinical ex-
perts in their decision-making processes concern-
ing patient hospitalization or discharge. The im-
plementation of the DNNPPS model allowed for 
a comprehensive analysis of various factors and 
variables linked to suicide prediction, ultimately 
equipping healthcare professionals with valuable 
insights to make informed judgments regarding 
patient care. 
In various studies, gender has been proposed as 
an important risk factor for suicide. The findings 
of this study are consistent with previous re-
search, which suggested that an admission history 
increases suicide risk relatively more in men than 
women (15). Studies conducted in Iran, however, 
more men die by suicide than women, but wom-

en commit suicide more than men, and this may 
be because men are more likely to use more seri-
ous methods of suicide, such as guns (16). Alt-
hough the importance of suicide prevention is 
not different for both sexes, according to the re-
sults obtained, when doctors and public health 
workers seek to prevent and manage suicidal 
thoughts, gender differences should be consid-
ered. In addition, the differences in cultural caus-
es in different societies related to the difference 
in the prevalence of suicide by gender in Iran 
should be further investigated. 
On the other hand, the findings of this study 
contradict the results of Qin and et.al (17), which 
indicated suicide risk is significantly higher in pa-
tients who received less than the median duration 
of hospital treatment. Many suicides occur on 
Fridays; the holidays can be a difficult time for 
people struggling with mental health issues. 
Based on our findings, there is a higher incidence 
of suicide attempts during holidays compared to 
other days. This could be attributed to the fact 
that individuals often undergo intensified emo-
tions of loneliness, isolation, and sadness during 
holiday periods, which can potentially amplify 
suicidal thoughts. These findings challenge the 
conclusions drawn by Nishi and et al, suicide 
rates were lowest during holidays but significantly 
increased on the day immediately following (18).  
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The findings of this study contribute to the grow-
ing body of evidence supporting a significant as-
sociation between unemployment and the risk of 
suicide attempts. The findings of this study are 
aligned with previous research that reported un-
employment as a significant factor in committing 
suicide (19). Our results indicate that a substantial 
proportion of individuals who attempted suicide 
were unemployed, highlighting the detrimental 
impact of unemployment on mental well-being 
and suicide risk. 
The studies included in the analysis that used 
DNN model to predict suicidal attempts demon-
strated overall good performance. The findings 
of this study are consistent with previous re-
search which confirmed acceptable performance 
of DNN in Predicting death by suicide (20). De-
veloping a deep graph neural network model can 
be functional for the remote evaluation of suicide 
risk in the general population (21). However, in a 
study evaluated three ML algorithms, such as 
support vector machine (SVM), logistic regres-
sion (LR), decision tree (DT), and DNN in order 
to identify high risk groups for suicide, they con-
cluded that SVM had far better performance than 
DNN model (22).  
This study had two main limitations. Firstly, the 
hospital that data collection was carried out there 
was poisoning suicide which may not adequately 
reflect the patients’ features in predicting suicide. 
Furthermore, it is essential to recognize the limi-
tations of relying solely on a DNN model. While 
it can provide valuable insights and aid in deci-
sion-making, human judgment and expertise 
should always remain a crucial component of the 
clinical process. Collaborative efforts between 
ML models and healthcare professionals are en-
couraged, ensuring the responsible and effective 
utilization of these predictive technologies in re-
al-world clinical settings. The strength of this 
study is that the DNN model offers a level of 
objectivity and consistency that can complement 
the subjective nature of clinical assessments. It 
eliminates potential biases and personal judg-
ments that may influence decision-making, 
providing a standardized framework for evaluat-
ing patients’ risk levels. This contributes to the 

overall reliability and fairness of the predictions, 
ultimately benefiting both patients and healthcare 
providers. Another strength of this study is the 
emphasis placed on the practical application of 
the research findings. By considering the needs of 
clinical experts, the study recognizes the im-
portance of translating research into actionable 
insights that can be readily implemented in real-
world settings. The integration of the DNN 
model into clinical decision-making processes has 
the potential to significantly impact patient care 
outcomes, leading to more efficient hospitaliza-
tion or discharge decisions and potentially saving 
lives. 
 

Conclusion 
 
The findings of this study contribute to the grow-
ing body of research focused on suicide preven-
tion and mental health support. By leveraging 
advanced technological tools such as the DNN 
model, healthcare professionals can rely on evi-
dence-based predictions to supplement their clin-
ical expertise. This integration of ML methodolo-
gies into clinical practice has the potential to en-
hance patient outcomes and minimize the risks 
associated with inadequate suicide risk assess-
ments. Although the models developed in this 
study demonstrated significant promise, further 
research and evaluation are encouraged to refine 
and enhance the model’s performance. This on-
going development will ultimately empower clini-
cians with the knowledge and confidence to 
make informed decisions regarding patient hospi-
talization or discharge in mental health contexts. 
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