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Abstract 

Purpose: Artificial Intelligence (AI) techniques have been extensively utilized for diagnosing and prognosing 

several diseases in recent years. This study identifies, appraises, and synthesizes published studies on the use of 

AI for the prognosis of COVID-19.  

Materials and Methods: Electronic search was performed using Medline, Google Scholar, Scopus, Embase, 

Cochrane, and ProQuest. The systematic approach followed the PRISMA (Preferred Reporting Items for 

Systematic Reviews and Meta-Analyses) guidelines to ensure comprehensive reporting. Studies that examined 

machine learning or deep learning methods to determine the prognosis of COVID-19 using Computed 

Tomography (CT) or chest X-Ray (CXR) images were included. Polled sensitivity, specificity, accuracy, Area 

Under the Curve (AUC), and diagnostic odds ratio were calculated. 

Results: A total of 36 articles were included; various prognosis-related issues, including disease severity, 

mechanical ventilation, or admission to the intensive care unit, and mortality, were investigated. Several AI 

models and architectures were employed, such as the Siamense model, support vector machine, Random Forest, 

Extreme Gradient Boosting, and convolutional neural networks. The models achieved 71%, 88%, and 67% 

sensitivity for mortality, severity assessment, and need for ventilation, respectively. The specificities of 69%, 

89%, and 89% were reported for the aforementioned variables. 

Conclusion: Based on the included articles, machine learning and deep learning methods used for COVID-19 

patients' prognosis using radiomic features from CT or CXR images can help clinicians manage patients and 

allocate resources more effectively. These studies also demonstrate that combining patient demographics, clinical 

data, laboratory tests, and radiomic features improves model performance. 

Keywords: Artificial Intelligence; Deep Learning; Machine Learning; COVID-19; Prognosis. 
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1. Introduction  

COVID-19 began in early December 2019 and 

spread rapidly worldwide [1]. The pandemic caused 

significant shortcomings, abrasion, and burnout in 

primary and tertiary care healthcare institutions [2]. 

The increase in hospital admissions has led to a 

remarkable increase in human errors [3, 4]. 

Consequently, the care needed for many patients 

during peak periods could not be adequately provided. 

Rapid diagnosis of COVID-19 and determination of 

the severity of infection enable healthcare 

professionals to better control the virus spread and 

manage increased hospital overloads, aiming to 

improve the quality of treatments [5]. Despite the 

recent ease in the COVID-19 situation, the lessons 

learned will help better manage future pandemics. 

Triage is essential in patient management, 

alleviating the pressure on medical departments [6]. 

COVID-19 patients indicate various presentations and 

outcomes, ranging from asymptomatic to critical 

situations that may lead to death [7]. Based on the 

severity of the infection, it is essential to determine 

whether patients can receive care at home or should be 

admitted to COVID wards or Intensive Care Units 

(ICU). It is also important to diagnose patients who 

require mechanical ventilation (whether non-invasive 

or via intubation) [8]. Accordingly, prediction models 

can help triage systems by automatically combining 

predictors to estimate the severity, ventilation, or 

intensive care needed and the possibility of death, 

hence allocating adequate resources [5]. Indeed, 

determining these factors at the early stage helps 

clinicians prioritize patients during peak periods [9].  

Conventional methods have the advantage that, 

since they mainly rely on rule-based scoring systems, 

they can be coherently understood and deployed. 

However, in practice, they are often time-consuming 

and prone to human errors. By contrast, in the case of 

Artificial Intelligence (AI)-based methods, rapid and 

large-scale analyses with higher reproducibility and 

accuracy can be developed. Artificial intelligence (AI) 

is the science of making intelligent programs or 

applications that mimic human intelligence, perform 

rapid assessments, and make accurate decisions [10]. 

AI can analyze a large amount of data in a short time 

and potentially provide accurate outcomes [11]. The 

recent deployment of AI models can be justified by 

considering its merits. AI can alleviate the need of 

doing some repetitive tasks by physicians and 

technical staff, accelerate time-consuming processes, 

enhance quantification and interpretation, improve 

diagnostic reproducibility, and provide clinically 

relevant information [12]. Accordingly, AI techniques 

have been widely used for clinical purposes such as 

diagnosis, analysis of medical images, extensive data 

collection, research and clinical trials, management of 

intelligent health records, and prediction of outbreaks 

[13-16]. To better understand AI, it is important to 

explore its subfields, especially machine learning and 

deep learning. Machine learning is concerned with 

creating algorithms that let computers learn from data 

and make predictions, while deep learning uses multi-

layered artificial neural networks to analyze complex 

datasets and has shown remarkable results in domains 

like image recognition and natural language 

processing [17]. On the other hand, concerns about the 

reproducibility, generalizability, and explainability of 

AI models remain to be solved, presently hindering AI 

translation and implementation in clinical practice [18, 

19].  

Several studies have already used prediction 

methods (e.g., rule-based scoring systems or advanced 

machine learning models) to accelerate patient 

assessment and ease pressure on frontline departments 

[20, 21]. Conventionally, radiomic features are 

extracted from the previously segmented Region Of 

Interest (ROIs) [21]. This procedure usually involves 

manually or semi-automatically defining the ROI, 

then extracting hand-crafted features that characterize 

the ROI's form, texture, and intensity, among other 

attributes. Deterministic approaches, which use 

mathematical formulas to quantify characteristics like 

volume, compactness, and surface area, are used to 

generate these characteristics. To identify complex 

patterns in the imaging data, higher-order statistics 

may also be used. To help in diagnosis and treatment 

planning, the collected attributes are then correlated 

with clinical results [22]. Using deep learning models, 

features can be implicitly derived from images without 

the necessity of defining a region of interest. 

Quantitative features extracted from images can help 

identify relevant disease biomarkers, impact the 

clinical decision-making process, and provide means 

of predicting lesions' growth and characteristics [23]. 
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Several studies examined the performance of these 

models in prognosis using Computed Tomography 

(CT) or Chest X-Ray (CXR) images [24-27]. 

Systematic reviews on the application of AI for 

screening or diagnosis, prevention, and treatment 

planning of COVID-19 have been performed recently 

[28-31]. Unlike these reviews, this systematic review 

focuses on the use of AI for the prognosis of COVID-

19 and quantitatively analyzes the performance of the 

deployed models using variables such as sensitivity, 

specificity, and Area Under the Curve (AUC) [32]. 

Building on the existing knowledge from several 

recent studies on this topic, we attempted to provide 

an updated review with a special focus on prognosis, 

infection severity, need for ventilation or ICU, and 

mortality, and also report on the most commonly used 

performance parameters, including AUC, accuracy, 

sensitivity, and specificity. 

2. Materials and Methods 

2.1. Protocol and Registration 

The question of this study, according to PICO 

format, was as follows: To compare the function (O) 

of AI models (I) in determining the prognosis of 

COVID-19 patients (P) with the specified ground truth 

(C). The study was carried out according to the 

preferred reporting items for systematic review and 

meta-analysis of diagnostic test accuracy studies 

(PRISMA-DTA) guidelines [33]. The review was 

registered in Prospero with the number of 

CRD42022351594.  

2.2. Eligibility Criteria 

The inclusion and exclusion criteria used for 

selecting the articles are presented in Table 1. 

2.3. Information Sources 

The electronic search was conducted in PubMed, 

Scopus, Embase, Web of Science, Cochrane, and 

ProQuest databases for English articles published 

before March 2023. Additionally, Google Scholar was 

utilized as a search engine to identify scholarly 

literature. 

2.4. Search  

The queries are indicated in Table 2. English 

articles were included, and no restriction was set on 

the publication date. Also, no filter was used for the 

type of study. 

2.5. Study Selection 

The electronic search results were entered into 

EndNote 20 software, and duplicate papers were 

omitted. Next, four authors (M.A., N.Ch, N.A, and 

N.S) screened the titles and abstracts of the remaining 

studies according to the abovementioned inclusion 

and exclusion criteria. For the final decision, the full 

text of the selected studies was assessed. Any 

uncertainty over the final decision was resolved by an 

independent expert (E.B.). 

2.6. Data Collection  

Four authors (M.A., N.Ch, N.A, and N.S) 

performed the data extraction. They tabulated the data 

as follows: author and year of publication, procedure 

(disease severity, prognosis, need for ICU, ventilation 

requirement, mortality and segmentation), dataset 

size, age of patients, imaging modality (CT or CXR 

images), task (classification or segmentation), pre-

processing and augmentation of images, model 

architectures and their performance. 

2.7. Risk of Bias  

The included articles were assessed according to the 

quality assessment of diagnostic accuracy studies 

(QUADAS-AI) tool [34], which has been widely used 

in the AI systematic reviews [35-38]. The following 

domains were used to evaluate the Risk Of Bias 

(ROB): patient selection, index test, reference 

standard, and flow and timing. Studies with three or 

more items with a low risk of bias were considered 

overall low. Those with only one item at low ROB 

were evaluated as overall high ROB; others were 

deemed unclear ROB.  

2.8. Synthesis of Results and Meta-Analysis 

The accuracy of the AI models in predicting the 

need for ventilation, severity assessment, and 
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mortality in COVID-19 patients was determined using 

Receiver Operator Characteristic (ROC) curves, as 

evaluated by the AUC value and sensitivity and 

specificity (True Positive (TP), True Negative (TN), 

False Positive (FP), False Negative (FN) values), if 

available [39]. The meta-analysis included studies that  

evaluated the sensitivity and specificity of various AI 

models for predicting the need for ventilation, severity 

assessment, and mortality in COVID-19 patients. The 

heterogeneity of included studies was evaluated using 

I2 and χ2 statistics and was deemed significant if I2 

was more than 50% or the p-value was less than 0.05. 

Table 1. Inclusion and Exclusion Criteria 

 Inclusion Criteria Exclusion Criteria 

Population= Covid-19 
Studies analyzing patients suffering 

from COVID-19 infection. 
None 

Intervention= AI 

Literature used artificial intelligence, 

deep learning, or machine learning 

techniques based on radiographic 

images, including CXR and CT 

images. 

If the results were not reported 

merely based on radiographic 

images, and combined with clinical 

and laboratory information. 

Comparison= Gold standard 

(actual condition of the patients) 
None 

Studies that did not specify the 

ground truth 

Outcome: Prognosis 

Studies were performed to determine 

the severity, prognosis, recurrence, 

mortality, and survival rate of the 

COVID-19 disease. Also, studies 

that assessed the treatment outcomes 

were included. 

None 

 

Table 2. Search Queries 

Motor Engine Search Query Result 

PubMed 

("artificial intelligence"[MeSH] OR "AI" OR "machine learning"[MeSH] OR "ML" 

OR "deep learning"[MeSH] OR "DL" OR "big data"[MeSH] OR "computer aided" 

OR ""diagnosis, computer assisted"[MeSH Terms]" OR "neural network") AND 

("COVID-19"[MeSH] OR "SARS-CoV-2"[MeSH] OR "coronavirus"[MeSH] OR 

"covid-19" OR "sars-cov-2" OR "coronavirus") AND ("prognosis"[MeSH] OR 

"mortality"[MeSH] OR "prognostic" OR "prediction" OR "severity" OR predict OR 

"Treatment Outcome"[Mesh] OR mortality OR survival OR recurrence) 

782 

Google Scholar 

("artificial intelligence" OR "AI" OR "machine learning" OR "deep learning" OR 

"big data" OR "computer aided") AND ("COVID-19" OR "SARS-CoV-2" OR 

"coronavirus") AND ("prognosis" OR "prognostic" OR "severity") 

~21000 

Scopus 

("artificial intelligence" OR "AI" OR "machine learning" OR "ML" OR "deep 

learning" OR "DL" OR "big data" OR "computer aided" OR "diagnosis, computer 

assisted" OR "neural network") AND ("COVID-19" OR "SARS-CoV-2" OR 

"coronavirus") AND ("prognosis" OR "prognostic" OR "prediction" OR "severity" 

OR “predict” OR "Treatment Outcome" OR “mortality” OR “survival” OR 

“recurrence”) 

620 

Embase 

("artificial intelligence" OR "AI" OR "machine learning" OR "ML" OR "deep 

learning" OR "DL" OR "big data" OR "computer aided" OR "diagnosis, computer 

assisted" OR "neural network") AND ("COVID-19" OR "SARS-CoV-2" OR 

"coronavirus") AND ("prognosis" OR "prognostic" OR "prediction" OR "severity" 

OR “predict” OR "treatment Outcome" OR “mortality” OR “survival” OR 

“recurrence”) 

148 

Web of Science 

(‘artificial intelligence’ OR ‘ai’ OR ‘machine learning’ OR ‘deep learning’) AND 

(‘covid-19’ OR ‘sars-cov-2’ OR ‘coronavirus’) AND (‘prognosis’ OR ‘severity’ OR 

‘mortality’) 

216 

Cochrane 

("artificial intelligence" OR “AI” OR "machine learning" OR "deep learning" OR 

“DL” OR "big data" OR "computer aided" OR "neural network") AND ("COVID-

19" OR "SARS-CoV-2" OR "coronavirus") AND ("prognosis" OR "prognostic" OR 

"predict" OR "Treatment Outcome" OR “mortality” OR “survival” OR “recurrence”) 

68 

ProQuest SU.X("deep learning") AND "covid 19" AND "prognosis" 271 
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To account for the predicted heterogeneity of 

investigations [40], a random-effects model 

(DerSimonian-Laird method) was used. Deeks and 

colleagues, on the other hand, performed a simulation 

study of tests for publication bias in Diagnostic Test 

Accuracy (DTA) reviews in 2005 [41]. Hence, Deeks' 

test is suggested and should be preferred for DTA 

meta-analyses. Furthermore, Diagnostic Odds Ratio 

(DOR) is defined as the ratio of the chances of testing 

positive for the target condition to the odds of testing 

positive without the target condition [42] (Equation 1):  

DOR= 
𝑇𝑃/𝐹𝑁

𝐹𝑃/𝑇𝑁
 = 

𝑇𝑃⋅𝑇𝑁

𝐹𝑃⋅𝐹𝑁
 = 

𝐿𝑅+

𝐿𝑅− (1) 

Using STATA version 17 (StataCorp LP, College 

Station, TX, USA), all plots were generated. In 

addition, all analyses were conducted using STATA 

17.0 software. Accordingly, “midas” and “metandi” 

were utilized. 

3. Results 

3.1. Study Selection  

After analyzing the titles and abstracts of the 1528 

studies, the full texts of 193 articles were assessed for 

eligibility. Ultimately, 36 articles were retained and 

included for full subsequent analysis (Figure 1). 

3.2. Study Characteristics 

The results of data extraction are presented in Table 

3. Among the included articles, 24 studies with a total 

sample size of 358181 examined the severity of the 

disease [15, 24, 25, 43-63]. Amongst them, 20 studies 

used CT [8, 24, 25, 43, 45, 46, 48, 52-54, 56, 58, 59, 

61-67] images and 16 studies used CXR images [26, 

27, 44, 47, 49-51, 55, 57, 60, 68-73]. They examined 

the images of the patients based on the image features, 

the extent of the infection and lung involvement and 

then classified the patients into two [47, 49, 50, 55-57, 

61, 63, 74], three [24, 43, 58], four [48, 52, 54, 60] or 

five [53, 59] groups. Three studies differentiated only 

critical patients admitted to the ICU or deaths 

occurring before or after ICU admission [26, 51, 62]. 

Studies used different models for the classification of 

the severity, including Supported Vector Machine 

(SVM) [43, 48, 49, 74], Random Forest (RF) [49, 58], 

COV-CAF [53], LungDoc [63], COVID-Net CXR-S 

[50], ResNet-50 and Inception models [44, 47], 

Siemens healthiness algorithms [24, 62] and different 

neural networks [26, 45, 46, 48, 51, 52, 54-56, 60, 61].  

Nine studies examined the need for ICU or 

mechanical ventilation based on CT [8, 63, 64] or 

CXR [27, 68, 69, 71-73] images with a total sample 

size of 8239 patients. They reported their classification 

results as a binary outcome (e.g., whether ventilation 

or ICU was needed or not). They used different DL- 

or ML-models including LungDoc [63], Siemense 

healthcare [8], DenseNet121 [71], Balanced Random 

Forest (BRF) [68], RF and Convolutional Neural 

Network (CNN) [27, 64, 72, 73]. 

Nine studies classified patients according to 

mortality (whether the patients survived or not). Six 

studies examined CXR [26, 27, 68-70, 72, 73], and 

three studies examined CT images [64-67]. The total 

sample size of these studies was 18993 patients. The 

evaluated architectures were Qure.ai Technologies 

[16], VGG [70], Extreme Gradient Boosting (XGB) 

[65, 68], RF, and neural networks [27, 64, 66] 

3.3. Risk of Bias and Applicability 

Two included studies were at high risk of bias (46, 

50), seven had unclear risk of bias, and others were at 

low risk of bias (Figure 2). The index test was the most 

problematic domain. Also, some studies did not 

mention the time taken to read CT or CXR records.  

3.4. Results of Individual Sources of Studies 

Determining the prognosis of COVID-19 disease 

can generally be classified into three groups: disease 

severity, mechanical ventilation or need for ICU, and 

mortality.  

3.4.1. Disease Severity 

Among articles that examined the disease severity, 

a range of 0.65 – 0.98 was reported for the area AUC. 

The DOR of the studies included in this category was 

between 7.3 and 297.6. The best AUC was reported by 

Irmak et al. [60], who proposed an automated CNN  
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model for severity classification into four groups: 

mild, moderate, severe, and critical. The amount of 

ground glass, consolidation, and lung involvement 

from 3260 chest X-ray images was evaluated in the 

study. They reported an average accuracy of 0.95, a 

sensitivity of 0.98, and a specificity of 0.96.  

The lowest AUC was related to Balaha et al. [46], 

which used a CNN model with normal augmentation 

to analyze the image features of the 15535 CT images. 

It was reported that altering the augmentation 

approach or even eliminating it can increase the AUC 

significantly.  

 

Among reported accuracies, a range of 0.72 to 0.98 

was obtained. The highest accuracy was achieved by 

Elsharkawy et al. [57]. They developed a model 

named Markov-Gibbs Random Field (MGRF) to 

detect the severity of infection (low severity or high 

severity) using 200 chest X-ray images. They achieved 

accuracy, sensitivity, and specificity of 0.98, 1.00, and 

0.97, respectively, by two-fold cross-validation.  

An accuracy of 0.72 was reported in two studies by 

Shan et al. [25] and Cai et al. [58]. Shan et al. [25] 

used SVM for severity classification (severe or non-

severe) based on the quantified radiological features, 

 

Figure 1. PRISMA flow diagram (literature search strategy and study selection) 
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including the Percentage Of Consolidation (POC), the 

Percentage Of Infection (POI) and Mass Of Infection 

(MOI), which were extracted from 549 CT scans. The 

best prediction accuracy was 0.73 and 0.72 when using 

MOI and POI, respectively. Also, they concluded that 

the quantified radiological features are more 

informative than the pneumonia severity index (PSI), 

which is a clinical prediction rule. Cai et al. [58] built 

RF models for severity classification into three groups, 

moderate, severe, and critical, using 99 CT scans. The 

defined model ǀ radiomics as moderate vs. (severe + 

critical) and model ǁ radiomics as severe vs. critical, 

and checked RF performance in each model. The 

AUC, accuracy, sensitivity, and specificity in model ǀ 

were 0.82, 0.75, 0.79, and 0.70, respectively, and in 

model ǁ were 0.78, 0.72, 0.79, and 0.66, respectively. 

Also, they concluded that the hybrid models that 

combined the radiomics features and clinical data had 

better performance than those using radiomic features 

alone. 

3.4.2. Mechanical Ventilation or Need for ICU 

Among studies that reported AUC for the 

performance of the AI structures, a range of 0.68 to 

0.98 was obtained. The DOR was between 4.8 and 

76.6. The best AUC was related to Aslam et al. [69], 

in which CXR images of 1508 patients were analyzed 

with a combination of DL models and Explainable 

Artificial Intelligence (EAI). The CXR images were 

 

Figure 2. Risk of bias of the included studies 

Patient Selection Index Test
Reference 

Standard
Flow and Timing Overall

Shalbaf 2022 Low High High Unclear High

Li, Z 2021 High High Low Unclear High

Ahmad 2022 Low High Low Low Low

Aljouie 2021 Low High Low Low Low

Shan 2021 Low High Low Low Low

Jiao 2021 Low High Low Low Low

Lassau 2021 Low High Low Low Low

Li, M 2020 Low High Low Low Low

Gieraerts 2020 Low High Low Low Low

Gouda 2020 High Low Low Low Low

Cai 2020 High Low Low Low Low

Li, Y 2020 High Low Low Low Low

Ahmed T 2022 Low Low Low Low Low

Aslam 2022 Low Low Low Low Low

Bermejo 2022 Low Low Low Low Low

Chamberlin 2022 Low Low Low Low Low

Jordan 2022 Low Low Low Low Low

Munera 2022 Low Low Low Low Low

Spagnoli 2022 Low Low Low Low Low

Bae 2021 Low Low Low Low Low

Ho 2021 Low Low Low Low Low

Purkayastha 2020 Low Low Low Low Low

Balaha 2022 Low Low Low Unclear Low

Ortiz 2022 Low Low Low Unclear Low

Shiri 2022 Low Low Low Unclear Low

Kulkarni 2021 Low Low Low Unclear Low

Shiri 2021 Low Low Low Unclear Low

Qiblawey 2021 Low Low Low Unclear Low

Irmak 2021 Low Low Low Unclear Low

Kohli 2021 High Low Low High Unclear

Mushtaq 2020 High High Low Low Unclear

Abbasi 2022 Low High Low Unclear Unclear

Aboutalebi 2022 Low High Low Unclear Unclear

Dinh 2022 Low High Low Unclear Unclear

Elsharkawy 2021 Low High Low Unclear Unclear

Ibrahim 2021 High Low Low Unclear Unclear



 Prognosis of COVID-19 Using Artificial Intelligence: A Systematic Review and Meta -Analysis  

FBT, Vol. 12, No. 3 (Summer 2025) 658-683 674 

segmented based on features such as opacity, and 

patients were classified accordingly. The authors 

reported an accuracy of 97% for their model.  

A range of 0.52 to 0.97 was reported among studies 

examining model accuracies. The best accuracy was 

related to the study by Aslam et al. [69], and the lowest 

accuracy was reported by Aljouie et al. [68]. They 

used four classifiers, including linear SVM, RF, 

Linear Regression (LR), and XGB on 1508 CXR 

images to classify patients into mechanical ventilation, 

non-invasive ventilation, and no ventilation groups. 

They also used some techniques, including Synthetic 

Minority Over-sampling Technique (SMOTE), 

Adaptive Synthetic (ADASYN), and Random Under-

Sampling (RUS), to improve the performance of the 

models. The best-achieved performance was an 

accuracy of 0.52 and an AUC of 0.76 for the BRF 

using X-ray features. Also, the authors reported that 

combining X-ray features with clinical and laboratory 

tests showed better performance.  

3.4.3. Mortality 

Among articles that examined mortality prediction, 

a range of 0.74 to 0.99 was reported for AUC. The 

calculated DOR ranged from 2.16 to 22.6. The highest 

AUC was reported by Aslam et al. [69] based on the 

CXR images of 1513 patients. The study reported an 

accuracy of 98%, the highest among the included 

papers. The lowest accuracy and AUC were reported 

by Aljouie et al. [68]. They examined four classifiers 

on 1513CXR images for ventilation requirement and 

mortality. For mortality prediction, XGB + ADASYN 

had the best performance (AUC of 0.72 and accuracy 

of 0.71). The accuracy of the included studies for 

mortality was 0.71 to 0.83.  

3.5. Synthesis of Results 

Figure 3 shows the accuracy, sensitivity, and 

specificity of the included studies. The results of meta-

analyses are shown in Table 4.  

3.5.1. Mortality 

Four studies, which consisted of seven individual 

AI models, were included in the meta-analysis of 

mortality prediction using AI in COVID-19 patients. 

The overall sensitivity and specificity of the included 

studies were 71% (95% CI: 65%, 77%) and 69% (95% 

CI: 61%, 76%), respectively (Figure 4A). Moreover, 

the funnel plot (Figure 5A) was symmetric, and the 

asymmetry test p-value of 0.19 was derived using 

Egger's test, a common statistical method for assessing 

publication bias in meta-analyses. A p-value greater 

than 0.05 typically indicates no significant evidence of 

publication bias. In this case, the p-value of 0.19 

suggests that there is no evidence of publication bias 

affecting the results of our analysis.  The area under 

the HSROC curve was 0.76 (95% CI: 0.72–0.80) 

(Figure 6A), indicating moderately accurate optical 

diagnostic performance of AI in predicting mortality. 

The DOR value for this outcome was 6 with a 95% 

confidence interval of 3-10, suggesting that patients 

identified as high-risk by the AI models had a 

significantly higher likelihood of mortality compared 

to those identified as low-risk. 

3.5.2. Severity Assessment 

In the meta-analysis of the assessment of severity 

using AI in COVID-19 patients, nine investigations, 

including 13 different AI models, were considered. 

Overall, the included studies demonstrated a 

sensitivity of 88% (95%CI: 77%, 94%) and a 

specificity of 89% (95%CI: 82%, 94%) (Figure 4B). 

In addition, the funnel plot (Figure 5B) was 

symmetric, and the asymmetry test p-value of 0.07 

suggested that publication bias was not present. The 

area under the HSROC curve was 0.95 (95% CI: 0.92–

0.96) (Figure 6B), showing highly accurate optical 

diagnostic performance of AI in severity assessment. 

The DOR value was 59 (95% CI: 18-197), 

demonstrating the models' effectiveness in 

distinguishing between different levels of severity. 

3.5.3. Need for Ventilation 

Four studies comprising six AI models were 

included in the meta-analysis of AI for predicting 

ventilation requirements in COVID-19 patients. 

Overall, the studies that were considered showed a 

pooled sensitivity of 67% (95% CI: 61%, 73%) and a 

pooled specificity of 89% (95% CI: 75%, 95%) 

(Figure 4C). In addition, there was no evidence of 

publication bias as shown by the symmetric funnel 

plot (Figure 5C) and a p-value of 0.92 for the 

asymmetry test. The area under the HSROC curve was 

0.77 (95% CI: 0.73–0.80) (Figure 6C), demonstrating  
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that AI's optical diagnostic performance in predicting 

the requirement for ventilation was reasonably 

accurate. The measured DOR was 16 (95% CI: 7-36), 

which indicates that patients identified as requiring 

mechanical ventilation by the AI models are 16 times 

more likely to actually need it compared to those not 

classified as such. 

4. Discussion 

Machine learning and deep learning methods 

facilitate the extraction and identification of body 

tissue characteristics from images and thus speed up 

patient triage and allow timely treatment plans for 

patients. Therefore, in the current study, we reviewed 

the studies that analyzed the performance of AI  

  

Figure 3.  Distribution of the specificity, sensitivity, and accuracy of the included studies categorized based on the study aim 

Table 4. Summary of the Meta-analysis Statistics 

Parameter Mortality Severity Assessment Need for Ventilation 

No. Studies 4 9 4 

No. Models 7 13 6 

Pooled Sensitivity 71%; 95% CI [65%, 77%] 
88%; 95% CI [77%, 

94%] 
67%; 95% CI [61%, 73%] 

Pooled Specificity 69%; 95% CI [61%, 76%] 
89%; 95% CI [82%, 

94%] 
89%; 95% CI [75%, 95%] 

Positive Likelihood Ratio 2.3; 95% CI [1.7, 3.1] 8.2; 95% CI [4.6, 14.5] 5.9; 95% CI [2.7, 13.1] 

Negative Likelihood Ratio 0.41; 95% CI [0.31, 0.55] 0.14; 95% CI [0.07, 0.28] 0.37; 95% CI [0.32, 0.43] 

Diagnostic Odds Ratio (DOR) 6; 95% CI [3, 10] 59; 95% CI [18, 197] 16; 95% CI [7, 36] 

Area under the HSROC curve 0.76; 95% CI [0.72, 0.80] 0.95; 95% CI [0.92, 0.96] 0.77; 95% CI [0.73, 0.80] 

Heterogeneity (Chi-

square) 

Q 94.059 102.071 365.338 

df 2.00 2.00 2.00 

p-value 0.000 0.000 0.000 

Inconsistency (I-square) – I2 98%; 95% CI [97%- 99%] 
98%; 95% CI [97%- 

99%] 
99%; 95% CI [99%- 100%] 

Proportion of heterogeneity likely 

due to threshold effect 
0.13 0.51 0.49 

Deek’s Funnel Plot asymmetry test 

p-value 
0.19 0.07 0.92 

 



 Prognosis of COVID-19 Using Artificial Intelligence: A Systematic Review and Meta -Analysis  

FBT, Vol. 12, No. 3 (Summer 2025) 658-683 676 

 

models for predicting disease severity, ventilation 

requirement, need for ICU, and mortality using 

standard of care CT or CXR images.  

CXR and CT imaging modalities were used in the 

included studies. Chest radiography is a quick and 

easy test and is usually requested due to low cost and 

fast data acquisition compared to CT [75]. However, 

it was reported that CXR has restrictions for the 

accurate detection of COVID-19 infection compared 

to CT. On the other hand, CT images are better options 

for disease severity analysis and patient monitoring, 

and they have shown higher sensitivity compared to 

CXR [43]. Another possible source of bias from CXR 

is that AI methods may evaluate images taken from 

different views, leading to an inaccurate outcome [19]. 

For instance, instead of the posteroanterior view, in 

severe cases an anteroposterior projection is used. 

Having mentioned the above points, based on our 

results, machine learning models that were applied to 

CXR showed accuracy of 95-98% had comparable  

 

accuracy with CT (i.e., 72-97 % based on 10 studies) 

to evaluate the severity of the disease. However, there 

was no study aimed at comparing the results of these 

two data acquisition methods.  

The biggest limitation behind using CT and CXR 

images for diagnosis and evaluating the prognosis of 

the disease is the lack of COVID-related experience 

among radiologists concerning the COVID-19 

infection pathways and spread. Besides, there is 

always the possibility of error when human vision is 

used to analyze the images. In the early stage of the 

pandemic, the progression patterns of the disease were 

not completely recognized and showed different 

behaviors in each region. Besides, considering the 

variations in the health and triage systems in different 

regions, data regarding the virus behavior in one 

region cannot be generalized to all countries. Initially, 

due to a decrease in errors, it was recommended to 

design scoring systems to evaluate images objectively. 

This has resulted in more accurate decision-making 

 

Figure 4. Forest plot of sensitivity and specificity of AI in predicting mortality (A), severity assessment (B) and predicting 

the need for ventilation (C) 
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and increased efficacy. However, manual segment 

scoring is still time-consuming and may not be optimal 

for daily clinical practice. Thus, AI-based methods 

have the potential to decrease workload and improve 

patient safety [76].  

In the included studies, the severity of the COVID-

19 infection was assessed using different approaches. 

One of the most common methods was whole 

lungs/lesions segmentation and evaluation based on 

the extent of the affected tissue. Most included studies 

used UNet models to segment the lungs and lesion 

areas. They similarly obtained a dice similarity 

coefficient (DSC) of about 0.98 for lesion 

segmentation, with a range of 0.77-0.99. Li, Z et al. 

[52] used a Feature Pyramid Network (FPN) to 

achieve the best DSC. They reported that although 

FPN did not improve the results compared with the 

UNet model in lung segmentation, it showed better 

results in lesion segmentation. The lowest DSC was 

reported by Cai et al. [58] using the UNet model. 

Compared to the study performed only lung 

assessment [59], all studies that performed both lung 

and lesion segmentation had higher accuracy in 

severity assessment, except one [58].  

Studies used different categorizing methods to 

classify the severity among the patients [77]. Having 

more classes will increase the precision of the patient 

categorization and will improve the treatment 

response [44]. However, this can complicate the data 

processing, which can decrease the model's 

performance. Most of the studies that analyzed the 

severity level categorized patients into two groups, 

and the best performance belonged to one of these 

models.  

It must be noted that factors such as age, sex, and 

body mass can impact the response of the human body 

to the infection. Indeed, patients with different 

abovementioned features may have different 

prognoses even with the same initial infection stage. 

 

Figure 5. Deeks’ funnel plot to evaluate publication bias of studies in predicting mortality (A), severity assessment (B), and 

predicting the need for ventilation (C). The vertical axis displays the inverse of the square root of the effective sample size 

(1/root(ESS)). The horizontal axis displays the diagnostic odds ratio (DOR). All p-values indicated a symmetrical funnel plot 
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Thus, neglecting these variables in evaluating the 

function of the AI models in some of the included 

studies can be considered a significant drawback. This 

issue is even more important in studies that evaluate 

more advanced outcomes, such as the need for 

ventilation or intensive care and mortality [45].  

The AI model learn from the available training data. 

Thus, non-curated data could include some 

inaccuracies; hence lowers the performance of the AI 

model. Therefore, a more reliable outcome can be 

expected in the case of analyzing models in which the 

ground truth is accurate and reliable, since the 

machine is trained based on the imported ground truth. 

The gold standard may be less accurate in the case of 

analyzing severity with AI models since it depends on 

the practitioner's assessment, which may differ from 

site to site and expert to expert. On the other hand, as 

mortality and the need for ventilation are variables that 

have a binary condition (i.e., will happen or not), the 

gold standard of the models developed for these two 

variables can be considered ground truth, which is a 

critical advantage for this model.  

In clinical routine practice, AI methods can 

accelerate the triage, aid decision makers in stressful 

situations, and enable practitioners to help people in a 

broader area. It is recommended that, based on their 

scoring system, the necessity of ventilation, intensive 

care, and the possibility of mortality in each of the 

mentioned situations can be discussed with the patient, 

which can significantly help them in decision making 

[45]. Besides, this scoring system can estimate the 

length of stay and the duration of high-level care. 

4.1. Limitation 

Public databases of CT and CXR images of patients 

with COVID-19 provide a valuable source for AI 

research. Although these studies have been performed 

at different institutions across the globe, almost all AI 

systems are not open and are unavailable to the 

research community. Besides, to evaluate the 

generalizability of the models, Individual Participant 

Data (IDP) from different regions can be used, which 

can significantly increase the applicability and 

robustness of the models in daily routine care [78, 79]. 

Accordingly, the World Health Organization has 

designed a platform for sharing anonymized COVID-

19 clinical data [3].  

In case of combining public data sets to train or test 

the model, it has to be considered that most of them 

have no restrictions on the imported data, hence the 

possibility of using duplicated images or even those 

that are not correctly diagnosed with COVID-19. 

Besides, since not all of the images are in the DICOM 

format, a decreased image quality can be expected 

[19]. This can cause a serious problem for machine 

learning models since the amount of decrease is not 

the same among the images. Neglecting the 

demographics of patients and adding pediatric images 

 

Figure 6. Hierarchical summary receiver-operating characteristic (HSROC) curve for the diagnostic performance of AI in 

predicting mortality (A), severity assessment (B), and predicting the need for ventilation (C). The size of the gray circles 

indicates the number of samples in the individual studies. The summary sensitivity and specificity are shown with a dark 

red square, and the 95% confidence region is plotted in short lines 
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in public data sets has increased the bias of using them 

in analyses [19].  

Moreover, the included studies did not provide 

complete data concerning the function of their models, 

such as sensitivity, specificity, and accuracy. This 

prevented other researchers from reproducing and 

comparing the achieved performance. Image 

modalities used in different studies had different 

features and setups. Despite the extensive efforts in 

developing ML models using different feature 

extraction, selection, and classification algorithms and 

DL models using different architectures and 

topologies, the comparison of their performances and 

applicability is, at least, challenging at this stage.  

Imaging scans were acquired at various institutions 

using different scanners and data acquisition and 

image reconstruction protocols. Accordingly, the 

obtained images should be pre-processed to ensure 

consistency of the input [80]. Imaging systems and 

scanning protocols for acquiring images use different 

acquisition parameters, and so are CT image 

reconstruction methods. These factors can 

significantly impact the robustness and reliability of 

AI applications and lead to misdiagnosis.  

Included studies lack an independent external 

validation. Thus, although the majority of the included 

studies were at low risk of bias, it should be noted that 

we cannot recommend any model to be used in daily 

practice, specifically considering that recent 

publications about COVID-19 prediction models are 

entering the literature quickly.  

Furthermore, several studies reviewed here did not 

mention the imaging study duration, despite being an 

essential factor in determining the prognosis, and the 

timely determination of the prognosis leads to 

appropriate treatment. Although most images are 

acquired during admission, it has not been evaluated 

whether the models will have the same predictive 

values about the need for intensive care or mortality if 

images are taken at other time points.  

To use prediction models for decision-making, the 

studies need to assess the performance of a diagnostic 

tool to specify the target population, enabling users to 

know which category of patients can be evaluated 

using a given model [3]. However, this data was not 

comprehensibly provided in the included studies, 

which made users doubt whether to use the model for 

their intended population. Considering the 

variabilities in the target population can justify the 

discrepancies in the results reported by different 

studies, the difference in the relative frequency 

between the population necessitates some alterations 

in the prediction model in other settings [3].  

With regards to the choice of predictors in the 

prediction model, it is recommended to consider the 

expert opinion and published literature rather than 

choosing only the data-driven ones. For prediction 

models, the following variables are recommended: 

age, sex, C-reactive protein, lactic dehydrogenase, 

lymphocyte count, CT-scoring, albumin (or 

albumin/globin), direct bilirubin, and red blood cell 

distribution width.  

Despite all recent progress, the proposed methods 

commonly face challenges for implementation in 

routine practice due to the following reasons: (1) the 

bias due to small datasets; (2) the variations observed 

in large internationally sourced datasets; (3) the poor 

integration of multistream data, particularly imaging 

data; (4) the difficulty of the task of prognosis; and (5) 

the necessity for clinicians and data analysts to work 

together to ensure the developed algorithms are 

clinically relevant and applicable into routine clinical 

care. Overall, there is a significant need for the 

creation of trustworthy ecosystems towards routine 

deployment of AI techniques [81]. 

5. Conclusion 

Machine learning and deep learning models can 

help clinicians predict the severity of disease, 

ventilation requirement or need for ICU, and 

mortality, and to subsequently manage COVID-19 

patients more effectively. Based on evidence from 

included studies, the models using imaging data 

extracted from CT or CXR reported adequate levels of 

performance. However, the proposed methods 

commonly face challenges for deployment in routine 

practice due to issues concerning data curation, 

harmonization of imaging protocols, reproducibility, 

external validation, explainability, robustness and 

applicability, and overall lack of following best 

practices in AI development and validation. 

Furthermore, it is essential to provide statistical 

analysis of model performances, including sensitivity, 
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specificity and accuracy, enabling researchers to 

compare models more objectively. 
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