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1 In 2001, the American Psychology 

Association advised researchers to provide 

readers with information about statistical 

significance and, even more importantly, to 

provide information about the magnitude of 

the observed effect size and the confidence 

interval (1). A review of published papers in 

the fields of behavioral sciences, 

psychology, medical sciences, and nursing 

shows that only a few papers have reported 

on the calculation of the effect size or related 

interpretations (2). The null hypothesis 

significance testing (NHST) and the reports 

on the statistical significance value have 

long been considered as an incomplete 

measure for analysis (3). The statistical 

significance of the null hypothesis is made 

up of several factors: the actual effect, the 

size of the parameter in the population, the 

sample size, and the selected α level (4). The 

statistical level of significance or P-value 

refers to the probability of rejecting the null 

hypothesis provided that it is approved based 

on the observed data. In other words, the 

observed difference is not random (there is 

zero chance involved), so that the lower this 

value, the more one can trust the accuracy of 

the observed difference (5). 

One of the problems with tests of 

statistical significance is that they can only 

indicate that the observed relationship is not 

by chance. However, these tests cannot 

prevent the probability of the significance of 

minimal differences in large populations. 

Thus, one of the limitations of the level of 

significance is that it depends on the sample 

size in a way that increasing the sample size 
 

can lead to a decrease in the P-value. In fact, 

tests of statistical significance are used to 

reduce the type of Ι error. Meanwhile, such 

tests cannot protect the significance level of 

the research findings against the possibility 

of the type 2 error. The statistical 

significance (P-value) shows that there are 

some effects in the research, but it does not 

specify the value of the effects (6). 

Therefore, many critics argue that the 

indexes of effect size and confidence 

interval (CI) should also be considered in the 

reporting of the findings (7). 

The confidence interval provides an 

estimate of the range of the outcome 

measurement for a particular population. 

Research studies often use a 95% confidence 

level, which indicates that the researcher can 

strongly claim that the average score of the 

population is within the reported range. In 

general, the researcher determines a range 

and can make sure that the average score 

will be within that range, given 95% 

confidence (8). 

The effect size is defined as an objective 

and standard index which estimates the 

effect of correlation between two or more 

variables (7). Unlike NHST, the effect size 

is resistant against sample size, and therefore 

it can provide a more accurate measurement 

of the effect of an intervention or the extent 

of the relationship. By examining the 

magnitude of the effect size, the effect of the 

independent variable on the dependent 

variable can be measured. Accordingly, the 

effect size is the main finding in quantitative 

research. For example, based on Beck’s 

questionnaire, the scores of depression in 

two different imaginary groups were 

(3,5,7,8,6,4) and (5,7,11,9,7,8), respectively. 
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The t value is not statistically significant for 

the independent groups in these two groups 

(t=2) at the 95% confidence level (p>0.05). 

However, there is a relatively noticeable 

clinical difference in these scores. Hence, it 

is recommended to report the effect size 

even in studies with small samples (9). 

Cohen (1988) provided a guideline for 

interpreting the amount of effect size in 

statistical analysis, which is considered as 

one of the most well-known indexes of 

effect size. In applied researches, the effect 

size indicates the clinical significance of the 

variable’s effect, which is beyond statistical 

significance (10). In general, the effect size 

refers to the mean difference or risk 

difference between the two independent and 

dependent groups divided by the standard 

deviation and is reported by Cohen’s index 

(d). Accordingly, the effect size can be 

reported as small (d=0.2), average (d=0.5), 

or large (d>0.8) (9), but it should be noted 

that the research subject and its different 

dimensions will determine the interpretation 

of the results of the effect size (11). Standard 

and global web-based calculators can be 

used to estimate the effect size value. 

Having the appropriate rationale to 

determine the sample size is one of the key 

components while designing clinical trial 

studies. However, according to the NHST 

framework, interpretation of the power 

requires determining the effect size of the 

study population in order to be able to 

calculate the necessary sample size to 

achieve the desired power. In the new 

perspectives, though, the calculation of 

sample size depends on determining the 

effect size (12). 

Researchers should know that reporting 

both the level of significance and effect size 

can provide valuable and distinct 

information. Hence, if researchers report 

only one of these values, it can be a source 

of error (8). In this regard, Fan (2001) used 

the analogy between the two sides of a coin 

and pointed out that the P-value and the 

effect size are complementary but not 

interchangeable. Therefore, researchers 

should report both indexes in their 

quantitative studies (13). 

Reporting the effect size can reduce the 

likelihood of a type II error in the studies.  

In addition, providing indexes of the 

confidence interval and effect size can 

obviate the limitations of sample size and 

can increase the applicability of clinical trial 

studies in meta-analysis. The studies which 

are observed in the meta-analysis are 

different in terms of sample size, 

measurement scales, and intervention 

design. Besides, there are some differences 

in estimates and statistical analysis 

(including structural parameters, variance, 

covariance, and residual variances). The 

effect size can integrate these contradictory 

estimates and facilitate the comparison and 

combination of findings (10). Accordingly, 

the authors should pay more attention to 

reporting statistical significance values and 

effect sizes in quantitative studies, especially 

intervention-based studies. Moreover, 

journal editorial policies should focus on 

reviewing quantitative articles in terms of 

reports on these important statistical indexes. 

It seems that reporting on the effect size has 

improved in recent years, but it is still 

necessary to be observed in nursing articles. 

Thus, journal editors and researchers should 

implement efficient reporting methods to 

achieve more valuable and reliable data. 
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