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ABSTRACT

Introduction: Air pollution increases the load of hospitalization cases, 
especially for those who have respiratory problems. For effective 
environmental management, this study aims to compare the performance of 
two classification algorithms in machine learning (logistic regression and 
naive bayes) and to evaluate the selection of the best algorithm for predicting 
the air quality class. 
Materials and methods: Pollutants data (PM10, SO2, NO2) have been 
collected from the Haldwani, Kashipur and Rudrapur regions in Uttarakhand 
(India). In part I of the study, the Air Quality Index (AQI) is calculated and 
assigned a class accordingly. In part II, the performance of algorithms is 
compared, and the air quality class is predicted through the best algorithm. 
In part III, accuracy is calculated after comparing the predicted class with the 
actual class. Then, it is compared with the accuracy of our selected algorithm.
Results: The study finds a positive correlation between PM10 and SO2 

pollutants. The result shows that the highest accuracy is achieved through 
logistic regression to predict the air quality class. Further, logistic regression 
has achieved the same accuracy i.e., 98.70% after comparing predicted values 
with the actual values.
Conclusion: Logistic regression is the best algorithm to predict the air quality 
class in the regions of Uttarakhand, where pollutants are being measured in 
the Government’s hospital. The research also indicates that asthma patients in 
the Kashipur and Rudrapur regions may experience more health effects due 
to moderately polluted air quality; however, the situation is improving during 
the monsoon season.
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Introduction 

A famous saying is "Prevention is better than 

cure," but natural phenomena and human 
activities produce pollutants discharged directly 
from identifiable sources. In developing countries 
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like India, the initiatives are operational. Every 
industry has a different range of products being 
manufactured, resulting in different kinds of 
waste and generating a combination of harmful 
gases like Nitrogen dioxide (NO2), Sulfur dioxide 
(SO2), and Carbon monoxide (CO) with varying 
contents and percentages. Pesticides, insecticides, 
and fertilizers are used by farmers who directly 
polluted the air. 

Indoor and outdoor air pollution is the two main 
categories of air pollution. The air pollution 
concentrations are measured at various locations, 
so air pollution monitoring stations play an 
essential role. The state and or local agencies 
use an Air Quality Index (AQI) to disclose to 
the general population how safe or sterile the 
environment is predictable. AQI is used to evaluate 
ambient air quality. The higher the AQI value, the 
greater the level of air pollution and the greater 
the health concern. When air concentrations 
exceed the ambient air's self-cleaning properties 
and adversely impact human health, the air is said 
to be polluted [1]. Particulate matter, nitrogen 
dioxide, sulfur dioxide, and ozone are the most 
prevalent and dangerous pollutants. Particles of 
a diameter of fewer than 10 µm, or 100 times 
smaller than a millimeter, are referred to as PM10 
(particulate matter). The Particulate Matter (PM10) 
is generated from construction work and indoor 
activities (cooking, fireplaces, and cigarette 
smoking) whereas NO2 is emitted by road traffic 
or indoor combustion sources [2]. The particulate 
matter is small in size that can quickly enter into 
lungs through the nose and throat which directly 
affects and creates diseases [3]. On the other side, 
the SO2 is shaped by petroleum product ignition 
at power plants [4]. It has additionally been 
found to fuel cardiovascular illnesses [5]. It is the 
leading cause of respiratory and heart diseases. 
The SO2 also disturbs the nose, throat, and lungs 
and may deteriorate existing respiratory diseases 
[6]. Compared to similar pollutants in food, 
even a tiny concentration of contaminants in the 
air eventually becomes more harmful to human 
health [7]. The sources of pollution are pollutant 
emissions and the weather is what regulates how 

air pollutants move through the atmosphere and 
diffuse into other parts of the ecosystem [8]. 
The air becomes polluted by the black smoke 
generated by brick production, and chemical-
textile industries make a lot of garbage, causing 
air pollution. The increase of vehicles and 
industries in the recent up-going trend has caused 
great concern for the people in various fields and 
climatic changes [9].

To protect the environment, the role of scientific 
researchers has also become more important 
as they can use powerful machine-learning 
techniques. The machine learning algorithms like 
logistic regression, support vector machine, naive 
bayes, ANN, Decision Tree, etc., have been used 
to predict the pollutants and Air Quality Index 
(AQI) by researchers for effective environmental 
management. Previous studies show that the 
random forest regression algorithm is best to 
predict the PM2.5 [10] and the M5P algorithm is 
best for NO2 and SO2 prediction, whereas, many 
researchers go for the decision tree classifier for 
AQI prediction in different regions [11, 12]. 

Nowadays, air pollution is also seen as a 
widespread problem in India. Due to high traffic 
volumes, air pollution is a significant challenge 
in India's capital cities and tourist places [13]. In 
India, the connection between humans and the 
environment has deteriorated, placing ecosystem 
stability in danger. According to the Centre for 
Research on Energy and Clean Air (C.R.E.A.), 
India continues to occupy the top emitter 
position for the fifth consecutive year. However, 
a significant decline of six percent in 2019 as 
compared to 2018 [14]. 

Artificial intelligence and machine learning have 
been phenomenal technological advancements 
to forecast air quality [15]. Machine-learning 
is a function of artificial intelligence, which is 
based on the idea that machines can learn from 
data, identify patterns, and draw conclusions with 
minimal human interference. The ability to adapt 
to machine learning algorithms was also one 
of the reasons that we prefer this to predict the 
quality of air [16]. In past, various comparative 
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studies of machine learning algorithms have been 
conducted to predict air quality, but in India, there 
are very fewer studies that have been carried 
out. Nowadays, India is also facing a severe air 
pollution problem. For effective environmental 
management, it is important to understand 
the pollutant's status in different states of this 
country (India). Based on the weekly dataset of 
air pollutants, this study aims to compare the 
performance of two classification algorithms in 
machine learning i.e., Logistic Regression and 
Naive Bayes, and to evaluate the selection of the 
best algorithm for predicting the air quality class 
in the state of Uttarakhand (India).

Materials and methods

With the expansion of industries and increased 
automobiles in different locations, India's 
natural clean air is no longer available. India 
is a developing country and its capital (Delhi) 
is also facing severe air pollution.  Moreover, 
it is the most polluted capital city in the world 
for the fourth consecutive year (World Air 
Quality Report 2021). Due to technological 
advancement in India, burning coal increased 
SO2 emissions [17]. For this, it is essential to 
understand and be able to predict changes in the 
levels of poisonous substances in a particular 
region [18]. Various nations have their measures 
of air quality and according to the concentration 
range of air pollutants, the National Ambient Air 
Quality Standards (NAAQS) has the following 
categories of Air Quality Index (AQI)-good (0-
50), satisfactory (51-100), moderately polluted 
(101-200), poor (201-300), very poor (301-400), 
and severe (401-500) [19]. The past data, the 
experience, and the trends help us predict future 
trends and events. 

India has a very heavy population and is divided 
into many states and territories. We have selected 
our state i.e., ‘Uttarakhand’ for the study purpose. 
This state is also known as the ‘Hill State’ of 
India. To know the risk of sensitive people (like 
asthma patients) on hospital admission [20-
22] and to understand the pollutant's status, we 

have covered three regions (namely Haldwani, 
Kashipur, and Rudrapur) of this state. For these 
regions, the air pollutants are being measured 
in Government hospitals. We have collected 
the weekly dataset of air pollutants (Particulate 
Matter - PM10, Sulfur dioxide - SO2, and Nitrogen 
dioxide - NO2 [23] for the year 2020 from the 
Uttarakhand Pollution Control Board (U.P.C.B.). 

To set a prediction model for air quality [24], 
appropriate visualization of the data is required. 
So we use python programming language and 
the libraries of matplotlib, pandas, and seaborn 
during the data processing and visualization 
stage. The computation of the AQI, accuracy, 
and prediction has been made through the 
Jupyter notebook to measure the efficiency of 
our work. The following parameters are used 
for the Performance Assessment of Air Quality: 
Accuracy, Precision, and Recall [25, 26].

Accuracy: Accuracy is the ratio of the number 
of observations predicted correctly to the total 
number of observations.  

Precision (P): Precision is the ratio of the number 
of positive observations predicted correctly 
to the total number of the predicted positive 
observations.

Recall (R): Recall is the attribute of the model 
that sums up the model’s ability to predict all the 
positive samples.

Here, TP = True Positive, TN = True Negative, 
FP = False Positive and FN = False Negative. 

To draw some conclusions with the help of 
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machine learning, we have divided our work into 
three parts. In part I, we calculated the AQI with 
the help of the sub-index of all the air pollutants 
and assigned them their class as per the National 
Ambient Air Quality Standards (NAAQS). The 
mean value of pollutants fills the missing values 
to know the status of pollutants and analyze it 
for machine-learning model purposes. In part 
II, the performance of Logistic Regression and 
naive bayes [27] have been compared based 
on precision, recall, and accuracy [28], and the 

predicted values of the air quality class have been 
turned out from the best algorithm. For this, all 
the weekly pollutants had been divided into two 
data sets: train and test. Here, the training dataset 
contains 70% of the data, and the test dataset 
includes 30% of the data. In part III, accuracy 
has been predicted after comparing the predicted 
values of the air quality with the actual class 
[29]. At last, this accuracy is compared with the 
accuracy of our selected algorithm for effective 
environmental management. 

Fig. 1. Graphical representation of air pollutants
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Fig. 2. Air Quality Index (AQI)

Results and discussion 

For effective environmental management in 
Uttarakhand (India), it is important to know 
the risk for sensitive people (like asthma 
patients). Focusing on this, we have used two 
classification algorithms in machine learning 
(Logistic regression and Naïve Bayes) for the 
Haldwani, Kashipur and Rudrapur region(s) 
of this state. In our study, the SO2 pollutant is 
maximum for the Rudrapur region (Fig. 3) as 

this city is known for its industrial area which 
supports that environmental pollution is also 
affected by energy consumption and industrial 
structure [30]. The study finds a positive 
correlation of 0.73 between PM10 and SO2 
pollutants [31], showing that if PM10 increases, 
SO2 increases and vice-versa (Fig. 4) for all 
the regions of this state. The study also finds a 
sharp rise in air pollutants in winters [32, 33]. 
It may be due to the festival seasons; however, 
the situation improves during the monsoon 
season (Fig. 1).
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Fig. 4. Heatmap of air pollutants 
(continuous variables)

Fig. 3. Pollutant’s status (SO2 and NO2) 
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Table 1. Performance Measures

The Machine learning algorithms estimate the 
new output values using the historical data 
as input. So, we used the two classification 
algorithms (Logistic Regression and Naive 
Bayes) to evaluate the predicted output for the 
categorical data, i.e., the air quality class where 
Good: 0. Satisfactory: 1, Moderate: 2, Poor: 
3, and so on. Another reason to choose both 
the classification algorithms is the study on 
urban air pollution based in Tehran city. Here, 
the Naive Bayes algorithm is more reliable 
to handle the imbalanced dataset whereas the 
Logistic Regression classifier shows a better 
result in predicting the class just because of 
the zero precision values [34]. So, we used 
the precision, recall, f1-score, and confusion 
matrix measures to evaluate the performance 
of machine learning algorithms [35]. We find 
that the results of the employed algorithms are 
not the same, and the precision-recall is high 
in the case of Logistic Regression, with the 

highest accuracy rate of 98.70% (Table 1).

This study corroborates the findings of a 
previous study [34], where it was found that the 
Logistic Regression is best for the prediction 
of air quality. To confirm the selection of 
our algorithm, we calculated the predicted 
values of the air quality class through Logistic 
Regression. We compared these predicted 
values (class) with the actual values, and it was 
found that the same accuracy has been achieved 
i.e., 98.70%, for all the regions of Uttarakhand 
where the pollutants are being measured in the 
Government hospitals (Table 2 and Fig. 5). 
The architecture diagram in Fig. 6 also shows a 
glimpse of a proposed model for the selection of 
a classification algorithm in machine learning 
for predicting air quality. This paper provides 
a new solution for air quality prediction under 
a large amount of pollutants data and plays an 
essential role in preventing and protecting the 
environment of a developing country like India. 

Algorithms and 
Accuracy 

Precision Recall F1 
score 

Confusion 
matrix 









TNFP
FNTP  

AQI Class 

Logistic Regression 
 

(98.70%) 

0.80 1.00 0.89  









591
04  

1 as 
satisfactory. 

1.00 0.98 0.99 2 as 
moderate. 

Naive Bayes 
 

(92.20%) 

0.44 1.00 0.62  









555
04  

1 as 
satisfactory. 

1.00 0.92 0.96 2 as 
moderate. 
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Table 2. Accuracy of actual vs predicted class 
(98.70% through Logistic Regression)

 

Date A_d P_d Date A_d P_d 

11/9/2020 2 2 3/3/2020 2 2 
1/24/2020 2 2 7/14/2020 2 2 

12/21/2020 2 2 2/11/2020 2 2 
4/6/2020 1 1 2/13/2020 2 2 

10/13/2020 2 2 1/20/2020 2 2 
6/2/2020 2 2 2/17/2020 2 2 

6/18/2020 2 2 7/28/2020 2 2 
10/22/2020 2 2 9/7/2020 2 2 
11/12/2020 2 2 9/9/2020 2 2 
8/24/2020 2 2 11/14/2020 2 2 
10/9/2020 2 2 1/29/2020 2 2 

10/19/2020 2 2 12/11/2020 2 2 
5/19/2020 2 2 11/23/2020 2 2 
2/24/2020 2 2 11/14/2020 2 2 

10/22/2020 2 2 12/29/2020 2 2 
12/17/2020 2 2 10/29/2020 2 2 
6/25/2020 2 2 8/10/2020 2 1 

12/24/2020 2 2 10/9/2020 2 2 
11/7/2020 2 2 3/5/2020 2 2 
3/11/2020 2 2 9/10/2020 2 2 
2/20/2020 2 2 2/22/2020 2 2 
9/11/2020 2 2 10/19/2020 2 2 

11/21/2020 2 2 12/21/2020 2 2 
9/3/2020 2 2 1/28/2020 2 2 

5/23/2020 2 2 2/13/2020 2 2 
12/28/2020 2 2 2/6/2020 2 2 
1/30/2020 2 2 12/9/2020 2 2 

10/15/2020 2 2 6/20/2020 2 2 
9/5/2020 2 2 5/16/2020 1 1 
7/6/2020 2 2 11/4/2020 2 2 
4/6/2020 1 1 9/28/2020 2 2 

7/17/2020 2 2 11/24/2020 2 2 
5/27/2020 2 2 8/6/2020 2 2 
5/15/2020 1 1 2/24/2020 2 2 

12/15/2020 2 2 2/25/2020 2 2 
9/24/2020 2 2 3/7/2020 2 2 
2/17/2020 2 2 12/24/2020 2 2 
1/21/2020 2 2 5/11/2020 1 1 

A_d means Actual Data 
P_d means Predicted Data 
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Fig. 5. Comparison of actual with predicted class

Fig. 6. Prediction model of air quality class using classification algorithms 
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Conclusion 

The air pollution crises have occurred from 
time to time in India, just as they did in the 
early years of development in developed 
countries. Hence, it is essential to predict 
the pollution events in India, like pollution 
from stubble burning continuously. To timely 
prevent air pollution, we have established two 
classification algorithms in machine learning. 
The research indicates that the members of 
sensitive groups (like asthma patients) of the 
Kashipur and Rudrapur regions may experience 
more health effects due to the moderately 
polluted air quality. The result shows that the 
Logistic Regression is more accurate, with an 
accuracy rate of 98.70% than the Naive Bayes 
for predicting the air quality on the weekly 
dataset of air pollutants of Haldwani, Kashipur, 
and Rudrapur regions of Uttarakhand (India). 
Based on the existing dataset of air pollutants, 
the results confirm the effective environmental 
management, as the Logistic Regression has 
achieved the same accuracy after comparing 
the predicted values with the actual ones of air 
quality class. Hence, Logistic Regression is the 
best algorithm as compared to Naive Bayes to 
predict the air quality class for all the regions of 
Uttarakhand (India) where the air pollutants are 
measured in the government hospitals. In near 
future, the time series forecasting methods can 
also be used for each pollutant concentration 
to make a better solution to the air pollution 
problem for the above regions.
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