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Abstract 
 
Background: Diabetes is a chronic disease where the body cannot use or store glucose properly. Diabetes occurs when 
the pancreas is unable to produce insulin, or the body cannot use the insulin produced. Nowadays, diabetes is a common 
disease worldwide, and providing automated methods for its diagnosis is critically important. 
Methods: This paper introduces a novel method for diagnosing diabetes using artificial intelligence (AI) algorithms. 
The proposed method is based on metaheuristic and classification algorithms. The simulated annealing (SA) 
metaheuristic algorithm was used for feature selection. Diabetes diagnosis was performed using the improved K-nearest 
neighbor (KNN) classification algorithm. In addition to the proposed method, the performance of two other methods, 
named MVMCNN and WKNN, was studied for diabetes diagnosis. 
Results: The proposed method has been compared practically with the two other methods for diagnosing diabetes. The 
comparisons are based on the accuracy rate of disease diagnosis. In the experiments, the proposed method (SAKNN) 
demonstrated 95% accuracy, the MVMCNN method showed 93% accuracy, and the WKNN method demonstrated 90% 
accuracy. Thus, the proposed method outperformed the others. The proposed method also had acceptable performance 
in terms of time and several other criteria. 
Conclusion: The proposed method for diagnosing diabetes, using metaheuristic and classification algorithms, provides 
higher accuracy compared to other methods. These results indicate that the proper use of AI techniques can offer effective 
solutions for the automatic diagnosis of diabetes and can be used as an auxiliary tool for doctors and researchers. 
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 چکیده 
 

که لوزالمعده قادر به    دهد ی رخ م   ی زمان   ابت ی کند. د   ره ی آن را ذخ   ا ی از گلوکز استفاده و    تواند ی مزمن است که در آن بدن نم   ی مار ی ب   ی نوع   ابت ی د   مقدمه: 

خودکار    یی ها روش   ه و ارائ   است در جهان    ع ی شا   ی مار ی ب   ک ی   ابت ی د   ی مار ی شده استفاده کند. امروزه ب   د ی تول   ن ی بدن نتواند از انسول   ا ی نباشد    ن ی ساخت انسول 
 . است   ت ی حائز اهم   ار ی آن بس   ص ی تشخ   ی برا 

بر    ی مبتن   ی شنهاد ی شده است. روش پ   ی معرف   ی هوش مصنوع   ی ها تم ی با استفاده از الگور   ابت ی د   ص ی تشخ   ی برا   ن ی نو   ی مقاله، روش   ن ی در ا   ها: روش 

  ابت ی د   ص ی استفاده شد. تشخ (  SAشده )   ی ساز ه ی شب   د ی تبر   ی فرا ابتکار   تم ی از الگور   ها ی ژگ ی انتخاب و   ی است. برا   ی بند و طبقه   ی فرا ابتکار  ی ها تم ی الگور 
با    گر ی عملکرد دو روش د   ، ی شنهاد ی . علاوه بر روش پ شود ی ( انجام م KNN)   ه ی همسا   ن ی تر ک ی نزد - ی ک   افته ی بهبود   ی بند طبقه   تم ی استفاده از الگور   با   ز ی ن 

 مورد مطالعه قرار گرفتند.   ابت ی د   ص ی در تشخ   WKNNو    MVMCNN  های نام 

  ص ی دقت حاصل از تشخ   زان ی براساس م   ها سه ی شده است. مقا   سه ی مقا   ی صورت عمل به   ابت ی د   ص ی تشخ   ی برا   گر ی با دو روش د   ی شنهاد ی روش پ   ها: یافته 

را ارائه کردند.    % 90دقت    WKNNو روش    % 93دقت    MVMCNN، روش  % 95( دقت  SAKNN)   ی شنهاد ی روش پ   ها ش ی صورت گرفت. در آزما   ی مار ی ب 
عملکرد قابل    ی شنهاد ی روش پ   ز ی ن   گر ی د   ار ی و چند مع   ی از خود نشان داده است. از نظر زمان   ی ها عملکرد بهتر روش   ر ی به سا   ت نسب   ی شنهاد ی روش پ   ن ی بنابرا 
 داشت.   ی قبول 

.  دهد ی ها ارائه م روش   گر ی نسبت به د   ی دقت بالاتر   ی بند و طبقه  ی فرا ابتکار   ی ها تم ی به کمک الگور   ابت ی د   ص ی تشخ   ی برا   ی شنهاد ی روش پ   گیری: نتیجه 

ارائه دهد    ابت ی د   یی مار ی خودکار ب   ص ی تشخ   ی برا   ی ثر ؤ م   ی ها حل راه   تواند ی م   ی هوش مصنوع   ی ها ک ی که استفاده مناسب از تکن   دهد ی نشان م   ج ی نتا   ن ی ا 
 کار گرفته شود. به   ن ی پزشکان و محقق   ی برا   ی ابزار کمک   ک ی عنوان  تواند به ی و م 

 

 ه ی همسا   ن ی تر ک ی نزد - ی ک   ، ی ژگ ی انتخاب و   ، ی هوش مصنوع   ابت، ی د   : کلیدی   واژگان 
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 1404سال  ، 5، شمارۀ 25دورۀ  مجله ديابت و متابوليسم ايران
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 مقدمه 

 جذب  به قادر انسان بدن که افتدمی اتفاق زمانی دیابت بیماری 
 تولید  برای  آن  از  استفاده  و  خود  هایسلول  به  گلوکز  همان  یا  قند

  خون   جریان  در  اضافی  قند  ایجاد  باعث   نقص  این.  نباشد  انرژی
  عواقب   به  منجر  تواندمی  نشده  کنترل  خون  قند  بیماری.  شودمی

  جمله  از  بدن،   های بافت  و   ها اندام  از  وسیعی  طیف   به  و  شود  جدی 
 [. 1برساند ]   آسیب   اعصاب   و   ها چشم   ها، کلیه   قلب، 

  منابع   به  شودمی   مصرف  که  غذایی  تجزیۀ   شامل  هضم،  فرآیند 
 ماکارونی  و  برنج  نان،  مثل  کربوهیدرات،  وقتی.  است   مختلف
.  کندمی  تجزیه  گلوکز  به  را  آن   انسان  بدن  شود،می  مصرف
  دارد   نیاز  کمک   به   شود،می  خون  جریان  وارد  گلوکز  کههنگامی

 در  و  برسد  بدن  هایسلول  داخل  یعنی  خود،  نهایی  مقصد   به  تا
  گلوکز   به  انسولین  حالت   این  در.  گیرد  قرار   استفاده  مورد  آنجا
انسولینمی  کمک  نهایی  مقصد  به  رسیدن  برای   هورمونی   کند. 
  پشت  در   که  اندامی  لوزالمعده،  همان  یا   پانکراس   توسط   که  است 
  جریان   در  را  انسولین  پانکراس،.  شودمی  ساخته  دارد،  قرار  معده
  دیوارۀ   در   قفل  که  دارد  را  کلید  حکم  انسولین .  کندمی  آزاد  خون

 هایسلول  وارد  تا  دهدمی  اجازه  گلوکز  به  و  کندمی  باز  را  سلولی
 هااندام  و  هابافت   نیاز  مورد  انرژی  یا  سوخت   گلوکز،.  شود  بدن

 [. 1]  کندمی فراهم مناسب  عملکرد برای را
  حالات   از  یکی .  دهد  رخ  دارد  امکان  حالت   دو  دیابتی  افراد  در 

  کند،  تولید  اگر  یا  کندنمی   تولید  انسولین  پانکراس  که  است   این
  انسولین  پانکراس  که  است   این  دیگر  حالت .  نیست   کافی  مقدارش

 و  دهندنمی   پاسخ  آن  به  بدن  هایسلول  اما  کند،می  تولید
 نتواند  گلوکز  اگر  .کنند  استفاده  آن  از  باید  که  طورآن   توانندنمی
  سطح   و  ماندمی  باقی   خون  جریان  در  شود،   بدن  هایسلول  وارد

امروزهمی  افزایش  خون  گلوکز   اکثر   در  خون  قند  بیماری  یابد. 
  علل   از  یکی.  است   فراگیر  و  شایع  بیماری  یک  جهان  کشورهای

  اکثر   در  گلوگز  حاوی  مواد  رویۀ   بی  مصرف  امر   این  اصلی
  ارائه   بنابراین.  است   توسعه  حال  در  و  پیشرفته  کشورهای

  و  غیرتهاجمی  صورتبه  را  خون   قند  بیماری  که  هاییروش
 . است  ارزشمند بسیار دهد، تشخیص خودکار

  ساخت  که  است   داده  تحلیلوتجزیه  برای  روشی  ماشین  یادگیری 
  مصنوعی  هوش از ایشاخه این. کندمی خودکار را تحلیلی مدل
 هاداده از توانندمی هاسیستم که است  ایده این بر مبتنی که است 

  انسانی   مداخلۀ  کمترین  با   و  کنند  شناسایی   را   الگوها  بگیرند،  یاد
های مختلفی مانند  یادگیری ماشین در زمینه[.  2] بگیرند    تصمیم

[ و  5های کامپیوتری ] [، شبکه4[، تشخیص تقلب ] 3کلان داده ] 

  دیابت  جمله  از  مختلف   هایبیماری  غیره کاربرد دارد. تشخیص
 در  اهمیت   حائز  و  مطرح  مسائل  از  یکی  ماشین  یادگیری  توسط

جهت  های اصلی یادگیری ماشین  یکی از شاخه  است.  تحقیقات
طبقه  طبقهاست بندی  تشخیص،    جداسازی   عملیات  بندی. 

  را   هاکلاس  این.  است   کلاس  چندین  به  مختلف  هایموجودیت 
  ریاضی   هایتابع  برخی  یا  کلاس  مرزهای  تجاری،  قوانین  با  میتوان

 رابطه یک براساس  است  ممکن بندیطبقه عملیات. کرد تعریف
  موجودیت هایویژگی و شده  شناخته کلاس تخصیص یک بین

شود  می  نامیده  نظارت  تحت   بندیطبقه  نوع  این.  شود  بندیطبقه
 [6 .] 

  یادگیری   الگوریتم  یک  همسایه  تریننزدیک  -کی  الگوریتم
  مسائل   حل  برای  تواندمی  که  متداول است   شده  نظارت  ماشین
  فاصله   ابتدا  الگوریتم  این  در.  شود  استفاده  رگرسیون  و  بندیطبقه
  ۀ محاسب  شود.موجود محاسبه می  هایداده  ۀهم  با  ورودی  داده

توسط فاصل  ۀفاصل  مانند  معیار  یک  فاصله  یا    منهتن   ۀاقلیدسی 
 داده  به  داده  تریننزدیک  عدد k تعداد  به  سپس.  شودمی  انجام

 مکررترین  به  ورودی  داده  پایان  در.  شوندمی  انتخاب  ورودی
 مقدار  الگوریتم  این  در.  یابدمی  تعلق  شده  انتخاب  داده k کلاس

k [. 7شود ] می دریافت  ورودی از 
که سعی   هستندها  ای از الگوریتمهای فرا ابتکاری دستهالگوریتم 

دارند تا با جستجوی تصادفی در فضای جستجوی مسئله، مسائل  
های نزدیک به بهینه، در زمان قابل قبولی زمانبر را با یافتن جواب

الگوریتم این  از جمله  نمایند.  الگوریتمحل  به  های  میتوان  های 
سازی آب [ و الگوریتم بهینه8الگوریتم روابط اجتماعی درختان ] 

الگوریتم9]  کرد.  اشاره  الگوریتم    ۀشد  سازی شبیه  تبرید  [  یک 
  محدودیت  بدون  سازیبهینه  مسائل   حل  برای  فراابتکاری دیگر

  سازیمدل  را   ماده  یک  کردن  گرم  فیزیکی  فرآیند  روش   این.  است 
  از   تکرار  هر  دهد. درمی  کاهش  را  دما  آرامی  به  سپس  و  کندمی

 طوربه  جدید  حلراه  یک  شده،  سازیشبیه  تبرید  الگوریتم
  یا   فعلی  حلراه  از  جدید  حلراه  ۀفاصل.  شودمی   تولید  تصادفی
  دما   با  متناسب   مقیاسی  با  احتمال  توزیع  براساس  جستجو   وسعت 

جدیدیحلراه  تمام  الگوریتم.  است  باشند،  که  را  های   بهتر 
را حلراه  مشخص،  احتمال  با  اامّ  پذیرد.می تر  ضعیف  که   هایی 

  گیر   از  الگوریتم  های ضعیف،حلراه  پذیرش  با.  پذیردمی  باشند،
 سطح در تواندمی و کندمی جلوگیری محلی هایبهینه در افتادن

تبرید [.  10]   کند  کاوش  ممکن   هایحلراه  برای  کلی الگوریتم 
  ادامه   با  دما  سیستماتیک برای کاهش  ۀیک برنام   سازی شدهشبیه

دارد. الگوریتم  از  تکرار  هر    میزان  الگوریتم  دما،  کاهش  با  در 
صورت متمرکز جستجو  به  تا  دهدمی  کاهش  را  خود  جستجوی 

 [
 D

O
I:

 1
0.

18
50

2/
ijd

l.v
25

i5
.2

03
42

  ]
 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

dl
d.

tu
m

s.
ac

.ir
 o

n 
20

26
-0

1-
04

 ]
 

                             3 / 19

http://dx.doi.org/10.18502/ijdl.v25i5.20342 
https://ijdld.tums.ac.ir/article-1-6431-en.html


 
 
 

        
  456 

 1404سال  ، 5 ، شمارۀ 25دورۀ  مجله ديابت و متابوليسم ايران
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شبیهنماید.   تبرید  ویژگیسازیالگوریتم  دارای  مثبت  شده  های 
مسائل   حل  در  مؤثر  روش  یک  به  را  آن  که  است  متعددی 

سازی پیچیده تبدیل کرده است. این الگوریتم توانایی فرار  بهینه
های محلی را دارد، زیرا در مراحل اولیه با احتمال بیشتری  از بهینه

کمتر مطلوب می نقاط  بررسی  با  به  بعدی  در مراحل  پردازد و 
بالاتر  ارزش  با  نقاط  به سمت  تدریج  به  دما،  تدریجی  کاهش 

می به حرکت  ویژگی  این  می  این  کند.  امکان  تا  الگوریتم  دهد 
تری بررسی کند و احتمال یافتن  طور گستردهفضای جستجو را به

 بهینه سراسری را افزایش دهد.
  تشخیص   برای  جدید  روش  یک   ارائه  هدف  نامهپایان  این  در 

روش پیشنهادی  .  است   ماشین  یادگیری  براساس  دیابت   بیماری
بندی است. در این روش  های فرا ابتکاری و طبقهبر پایه الگوریتم

ابتکاری فرا  الگوریتم  الگوریتم    و  شده  سازیشبیه  تبرید  از 
  پیشنهادی   روش  در.  شودمی  استفاده  تریننزدیک-بندی کیطبقه

  صورت   شده  سازیشبیه  تبرید  الگوریتم  کمک   به  ویژگی  انتخاب
- کی  الگوریتم  کمک   به  نیز   بیماری  تشخیص.  گیردمی

 افزایش  پژوهش  اصلی  هدف.  شود می  انجام  همسایه  تریننزدیک
مقاله    نیا  یدستاورد علم  .است   دیابت   بیماری  تشخیص  در  دقت 

 عبارت است از: 

یادگیری   • پایۀ  بر  دیابت  بیماری  تشخیص  برای  روشی  ارائه 
 ماشین 

به • ویژگی  تبرید انتخاب  الگوریتم  از  استفاده  با  بهینه  صورت 
 سازی شده شبیه

ترین همسایه جهت تشخیص  نزدیک-استفاده از الگوریتم کی •
 بیماری 

در بخش    که  دهی شده است سازمانادامۀ مقاله به این صورت   
کارهای مرتبط با مسئله تشخیص بیماری دیابت به کمک  بعد راه

می مرور  ماشین  بهیادگیری  شده شود؛  پیشنهاد  روش  آن  دنبال 
گردد. و در نهایت روش  برای تشخیص بیماری دیابت ارائه می

به با سایر  پیشنهادی  و  گرفته  قرار  ارزیابی  مورد  صورت عملی 
میروش مقایسه  مشابه  نتیجههای  این شود.  از  حاصل  گیری 

 شود. پژوهش نیز در انتها ارائه می
 

 ها روش 
 کارهای مرتبط راه

  استفاده   با  دیابت   بیماری  تشخیص  مسئله  زیادی  هایپژوهش   در 
  ها پژوهش  این.  است   گرفته  قرار  بررسی  مورد  ماشین  یادگیری  از
  استفاده   بیماری  تشخیص  برای  بندیطبقه  هایالگوریتم  از

  یادگیری  براساس  شده  ارائه  هایروش  که  این  به  توجه  با.  کنندمی
  تشکیل  آزمایش و  آموزش فاز  دو از هستند، بندیطبقه و ماشین

 این در هاپژوهش  ترینمهم از  برخی بررسی به ادامه در. اندشده
 .پردازیممی زمینه

  براساس   دیابت  بیماری   تشخیص  برای  روشیای  مطالعه  در 
  روش.  [ 11]   است   شده  ارائه  پشتیبان  بردار  ماشین  الگوریتم

  و   ویژگی   کاهش  ویژگی،  استخراج  مرحله   سه  از  پیشنهادی 
 این  در  شده  پیشنهاد  روش  دقت .  است   شده  تشکیل  تشخیص
 ۀپای  بر  روشیپژوهشی دیگر    . دراست   درصد   89  حدود  پژوهش
  دیابت بیماری تشخیص برای همسایه  نزدیکترین -کی الگوریتم
  برای   5  و  3  مقدار  دو  روش  این  در.  [ 12]   است   شده  پیشنهاد 
  گرفته   نظر  در  همسایه  ترین  نزدیک  -کی  الگوریتم  در k پارامتر

  مورد   پیشنهادی  روش  خطای  و   دقت   پژوهش  این  در.  است   شده
 بندیطبقه  هایالگوریتم  ای دیگرمطالعه   در  .گرفت   قرار  تحلیل

  قرار   بررسی  مورد  دیابت   بیماری  تشخیص  برای  کاوی داده  در
 الگوریتم  پژوهش  این  در  شده  بررسی   هایالگوریتم.  [ 13]   گرفتند
 رگرسیون  الگوریتم  تصادفی،  جنگل  الگوریتم  تصمیم،  درخت 

  مصنوعی  عصبی  هایشبکه  و  ساده  بیزین  الگوریتم  لجستیک،
  در   .داشت   را  عملکرد   بهترین   تصادفی   جنگل  الگوریتم  که  هستند

دیگری   تشخیص   برای  تصمیم  درخت   الگوریتم  از  بررسی 
  ای مجموعه تحقیق این  در البته. [ 14]   شد استفاده دیابت بیماری

  قرار   استفاده  مورد  گذاریکیسه  صورتبه   تصمیم  هایدرخت   از
 J48 (c4.5) نوع  از  شده  استفاده  مورد  تصمیم  الگوریتم.  گرفتند

دیگر  در  . دارد  مناسبی  عملکرد   که  است    الگوریتم  نیز  تحقیقی 
 گرفتند  قرار  تحلیل  مورد  دیابت   بیماری  تشخیص  برای  بندیطبقه

 ماشین  الگوریتم  پژوهش  این  در  شده  بررسی  هایالگوریتم.  [ 15] 
  ساده   بیزین  الگوریتم  و  تصمیم  درخت   الگوریتم  پشتیبان،  بردار
  نسبت  بهتری  عملکرد  ساده  بیزین  الگوریتم  تحقیق  این در.  است 

نیز    در .  داشت   دیگر   روش  دو  به دیگر    برای   روشیپژوهشی 
 تصادفی  جنگل  الگوریتم  از  استفاده  با  دیابت   بیماری  تشخیص

  الگوریتم   یافته  بهبود  ۀنسخ  یک  از  البته.  [16]   است   شده  ارائه
  بهبود   برای .  است   شده  استفاده  تحقیق   این  در  تصادفی   جنگل

.  است  شده استفاده ژنتیک الگوریتم از تصادفی، جنگل  الگوریتم
 .دارد قبولی از نظر دقت  قابل  عملکرد پیشنهادی روش

در تحقیقات چند سال اخیر نیز روی مسئله تشخیص بیماری   
کید شده است. برای نمونه أهای یادگیری تدیابت به کمک روش

  ترین نزدیک   -کی  الگوریتم  کمک  به  دیابت   بیماری  یک مطالعه   در
  انواع   از   تحقیق   این   در .  [ 17]   است   شده   داده   تشخیص   همسایه 
  در .  است   شده   استفاده   همسایه   ترین   نزدیک   - کی   الگوریتم   مختلف 
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  همسایه   ترین نزدیک   - کی   الگوریتم   بهبودیافته   های نوع   تحقیق   این 
بررسی    در   . گردید   معرفی   دیابت   بیماری   تشخیص   برای  یک 
  بیزین   الگوریتم   ۀ پای   بر   دیابت   بیماری   تشخیص   برای   روشی دیگر 
  استفاده   ساده   بیزین   الگوریتم   از   پژوهش   این   در .  [ 18]   است   شده   ارائه 
  های روش   از   استفاده   با   که   دهد می   نشان   تحقیق   این   نتایج .  شد 

  به  نسبت   را   دیابت   بیماری  بالاتری  دقت   با  توان می  ماشین  یادگیری 
  تشخیص   برای   مدلی   ای نیز مطالعه   در   . داد   تشخیص   سنتی   های روش 

  مدل .  [ 19]   است   شده   ارائه   ماشین   یادگیری   ۀ پای   بر   دیابت   بیماری 
  و   ساده   بیزین   الگوریتم   لجستیک،   رگرسیون   الگوریتم   با   شده   ارائه 

.  گرفت   قرار   تحلیل و تجزیه   مورد   همسایه   ترین نزدیک   - کی   الگوریتم 
  تری مناسب   عملکرد   لجستیک   رگرسیون   الگوریتم   که   داد   نشان   نتایج 
  تشخیص   برای   جدید   چارچوب   یک [  20] بررسی دیگری    در   . دارد 

  پیشنهاد   همسایه   ترین نزدیک   - کی  الگوریتم   براساس   دیابت   بیماری 
  - کی   الگوریتم   مختلف   انواع   از   پژوهش   این   در .  [ 20]   است   شده 

  تحقیق  این  در   عملی   نتایج . است   شده   استفاده  همسایه  ترین نزدیک 
. محققان  است   مد آ کار   بسیار   پیشنهادی   چارچوب   که   دهد می   نشان 
دیگری  در   کی بررسی  الگوریتم  بر  مبتنی  ترین  نزدیک   - روشی 

بیماری  همسایه، شبکه  برای تشخیص  فازی  منظق  و  های عصبی 
کردند  ارائه  روش  [ 21]   دیابت  این   .adaptable neuro-fuzzy 

inference K Nearest Neighbourhood (AF-KNN)    نامیده شد که
. نتایج عملی نشان داده که  است های رفتاری بیماران  بر پایه ویژگی 

های مشابه ارائه  روش پیشنهاد شده دقت بالاتری نسبت به روش 
های یادگیری  بینی شروع دیابت به کمک تکنیک پیش   ۀ کند. مسئل می 

در  مطالعه   ماشین  گرفت   یک  قرار  بررسی  این  [ 22]   مورد  در   .
الگوریتم  انواع  داده  پژوهش  مجموعه  یک  روی  بر  یادگیری  های 

با  جمع  شده  که    8آوری  داد  نشان  نتایج  شدند.  آزمایش  ویژگی 
الگوریتم،   که    است   two-class boosted decision treeبهترین 

روش برای تشخیص دیابت    پژوهشی دیگر   بهترین دقت را دارد. در 
. روش پیشنهاد شده  [ 23]   چشم ارائه شده است   ۀ به کمک رنگ عنبی 

و هدف   است ماشین بردار پیشتیبان    الگوریتم  ۀ در این تحقیق بر پای 
تشخیص  دقت  افزایش  در است   آن  دیگر مطالعه   .  روش    ای  نیز 

که   شد  ارائه  عنبیه  رنگ  براساس  دیابت  تشخیص  برای  دیگری 
. علاوه بر  [ 24]   است ترین همسایه  نزدیک   - براساس الگوریتم کی 

نیز مد نظر قرار گرفت و    19- دیابت در این تحقیق بیماری کووید 
رابط  که  شد  بیماری    ۀ مشخص  دو  این  تشخیص  برای  مشترکی 

در  دارد.  پیشنهاد شده وجود  پژوهش جدید   براساس روش    یک 
بینی دیابت از طریق رویکرد یادگیری ماشین  چارچوبی برای پیش 

. این چارچوب نوع مدل  [ 25]   ترکیبی توسعه یافته معرفی شده است 
دو تکنیک محبوب   ه ک   عصبی مصنوعی   ۀ ماشین بردار پشتیبان و شبک 
ها را  ها داده این مدل  کند. را ترکیب می   . در یادگیری ماشین هستند 

تجزیه  دیابت  تشخیص  بودن  منفی  یا  مثبت  تعیین  تحلیل  و برای 
های علمی مشخص شد که روش پیشنهادی با  کنند. در آزمایش می 

در یک مطالعۀ جدید دیگری  پردازد.  دقت بالاتری به تشخیص می 
ا استفاده از یادگیری عمیق مبتنی  روشی برای تشخیص دیابت ب  نیز 

های عصبی  کاوش شبکه  ۀ . این روش بر پای [ 26]  بر توجه ارائه شد 
. روش پیشنهادی از نظر  است های مبتنی بر توجه  سازِکار مکرر با  

با   مقایسه  مناسبی در  یادگیری و تشخیص عملکرد  دقت و زمان 
  تشخیص   ۀ شد   کارهای مرور ، راه 1های مشابه دارد. جدول  روش 

ماشین لیست شده    های یادگیری الگوریتم   براساس   بیماری دیابت 
 است. 

سال    در  است  مشاهده  قابل  که  طور  و    های همان  مختلف 
  ابت ی د   ص ی در مسئله تشخ   ق ی به تحق   ر ی اخ   های خصوص در سال ه ب 

  تم ی توجه شده است. الگور   ن ی ماش   ی ر ی ادگ ی   های تم ی به کمک الگور 
  ن ی ا   ص ی تشخ   ی برا   ها ق ی از تحق   ی ار ی در بس   ه ی همسا   ن تری ک ی نزد - ی ک 
علاوه    ی مار ی ب  است.  گرفته  قرار  استفاده  از    ی ک ی   ن، ی ا   بر مورد 

  ن، ی ماش   ی ر ی ادگ ی به کمک    ها ی مار ی ب   ص تشخی   در   ها عامل   ن ی تر مهم 
استفاده از    ی ژگ ی . انتخاب و شود ی مناسب م   های ی ژگ ی انتخاب و  با 

ارائه    ن ی انجام شود. بنابرا   ی به خوب   تواند ی م   ی فرا ابتکار   های تم ی الگور 
  تم ی و الگور   ی ژگ ی براساس انتخاب و   ابت ی د   ص ی تشخ   ی برا   ی روش 

 . باشد   ت ی حائز اهم   تواند ی م   ه ی همسا   ن تری ک ی د نز - ی ک 
 

 ی شنهاد ی روش پ 
  الگوریتم   پایه   بر   دیابت   بیماری   تشخیص   برای   پیشنهادی   روش   

.  است   همسایه   ترین نزدیک   - کی   الگوریتم   و   شده   سازی شبیه   تبرید 
  اول   گام .  است   شده   تشکیل   کلی   گام   دو   از   پیشنهادی   روش   بنابراین 
  الگوریتم   از   پیشنهادی   روش   در .  است   ویژگی   انتخاب   به   مربوط 
  این   در .  شود می   استفاد   ویژگی   انتخاب   برای   شده   سازی شبیه   تبرید 

  همۀ   بین   از   خون   قند   بیماری   تشخیص   برای   مناسب   های ویژگی   گام 
  و   سرعت   هم  که   شود می  باعث  کار   این .  شود می  انتخاب   ها ویژگی 

  مناسب   های ویژگی   از   فقط   زیرا .  یابد   افزایش   تشخیص   دقت   هم 
 شود. می   استفاده 
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 تشخیص دیابت براساس یادگیری ماشین ۀکارهای مرورشدراه -1جدول 

 های استفاده شده الگوریتم سال  پژوهش

(Calisir &el al) 2011 ماشین بردار پشتیبان 

(Saxena &el al) 2014 ترین همسایه نزدیک  -کی 
(Nai-Arun &el al) 2015 درخت تصمیم، جنگل تصادفی، رگرسیون و بیزین 
(Perveen &el al) 2016  درخت تصمیم 

(Sisodia &el al) 2018  بیزین، درخت تصمیم و ماشین بردار پشتیبان 
(Komal Kumar &el al) 2019 جنگل تصادفی 

(Ali &el al) 2020 ترین همسایه نزدیک  -کی 
(Priya &el al) 2020  الگوریتم بیزین 

(Khaleel &el al) 2021 ترین همسایه نزدیک  -رگرسیون، بیزین و کی 
(Suyanto &el al) 2022 ترین همسایه نزدیک  -کی 

(Prasad &el al) 2023 عصبی و منظق فازی  ۀترین همسایه، شبکنزدیک  -کی 
(Chou &el al) 2023 عصبی، جنگل تصادفی، درخت تصمیم  ۀرگرسیون، شبک 

(Shabdiz-a &el al) 2024 ماشین بردار پشتیبان 
(Shabdiz-b &el al) 2024 ترین همسایه نزدیک  -کی 

(Reddy &el al) 2025 عصبیۀ ماشین بردار پشتیبان و شبک 
(Tiwari &el al) 2025 یادگیری عمیق 

 

. گیرد می   صورت   بیماری   تشخیص   پیشنهادی   روش   دوم   گام   در   
. شودمی   انجام   همسایه   ترین نزدیک   - کی  الگوریتم   کمک  به   کار   این 
 محاسبه  ورودی   دادۀ   با   ها داده   تمامی   فاصله   الگوریتم   این   در 
 و  شودمی   انتخاب  ها داده   ترین نزدیک   از   تعدادی   سپس .  شود می 

 داده  منظور  این   برای.  گیرد می   صورت   آنها   کمک   به   تشخیص 

 شده،  انتخاب   هایداده   بین   از   کلاس  پُرتکرارترین   به   ورودی
 برای  پیشنهادی   روش   کلی   نمای   1  شکل   در .  یابد می   اختصاص 
 . است   شده  داده   دیابت نمایش   بیماری   تشخیص 

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 نمای کلی روش پیشنهادی برای تشخیص دیابت  -1شکل 

 
 

 مجموعه داده

 SAانتخاب ویژگی با 

 KNNتشخیص با 

 محاسبه فاصله

نهایی تشخیص  
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م همان    مشاهده  که  ب   ک ی ابتدا    شود ی طور  از  داده    ماران ی مجموعه 
  ی ها ی ژگ ی برچسب است. سپس در گام اول و   ی موجود است که دارا 

الگور  کمک  به  داده  مجموعه  از  شده    ی ساز ه ی شب   د ی تبر   تم ی مناسب 
  ن ی تر ک ی نزد   - ی ک   تم ی به کمک الگور   ز ی . در گام دوم ن شود ی انتخاب م 

ن   تم ی الگور   ن ی . طبق روال ا شود ی انجام م   ص ی تشخ   ه ی همسا    از ی ابتدا 
موجود محاسبه شود و    ی ها و داده   ی داده ورود   ن ی ب   ۀ است که فاصل 

. در ادامه مراحل روش  رد ی صورت بگ   ی مار ی ب   ص ی سپس عمل تشخ 
 . رد ی گ ی قرار م   ی مورد بررس   ی شنهاد ی پ 

 

 (   SA)   1شده   ی ساز ه ی شب   د ی تبر انتخاب ویژگی با الگوریتم  
  انتخاب   شده،   پیشنهاد   روش   اول   گام   در   شد،   اشاره   که   طور همان   

  ماشین   یادگیری   کاربردهای   در   ویژگی   انتخاب .  شود می   انجام   ویژگی 
.  باشند   زیاد   ها ویژگی   تعداد   که   زمانی   خصوص به .  است   اهمیت   حائز 

  فقط   زیرا .  رود می   بالا   تشخیص   دقت   مناسب   ویژگی   انتخاب   با 
.  گیرند می   قرار   استفاده   مورد   تشخیص   عمل   در   مناسب   های ویژگی 

.  شود می   سرعت   افزایش   و   پردازش   کاهش   باعش   کار   این   همچنین 
 . گیرند می   قرار   پردازش   مورد   کمتری   های ویژگی   تعداد   زیرا 

  حالات   تعداد   زیرا .  است   سخت   مسئله   یک   ویژگی   انتخاب   ۀ مسئل   
.  است   نمایی   صورت به   و   زیاد   بسیار   ویژگی   انتخاب   برای   ممکن 

  هستند   بر زمان   بسیار   مسئله   این   حل   برای   متدوال   های روش   بنابراین 
  در .  شود   استفاده   منظور   این   برای   تقریبی   های الگوریتم   از   است   نیاز   و 

  برای   شده   سازی شبیه   تبرید   فراابتکاری   الگوریتم   از   پیشنهادی   روش 
 . شود می   استفاده   ویژگی   انتخاب 

  را   خود   کار   تصادفی   جواب   یک   با   شده   سازی شبیه   تبرید   الگوریتم 
  همسایه   جواب   تعدادی   تکرار،   حلقه   یک   در   سپس .  کند می   آغاز 

  در   بهتر   جواب   تولید   صورت   در   آنگاه .  شود می   تولید   فعلی   جواب 
  که صورتی در .  شود می   فعلی   جواب   جایگزین   جواب   آن   ها، همسایه 
  بهترین   قرارگیری   برای   شانس   هم   باز   نشود،   تولید   نیز   بهتر   جواب 
  از   مرحله   هر   در .  دارد   وجود   فعلی   جواب   جای به   همسایه   جواب 

  و  شود  برقرار  حلقه  توقف  شرط  تا   شود می  انجام  روال   این  الگوریتم 
  گرفته   نظر   در   مسئله   نهایی   جواب   عنوان به   فعلی   جواب   پایان   در 
  برای   شده   سازی شبیه   تبرید   الگوریتم   جزئیات   ادامه   در .  شود می 

 . گردد می   مطرح   پیشنهادی   روش   در   ویژگی   انتخاب 
 

 حل اولیه تولید راه 
  ها جواب   نمایش   ۀ نحو   ابتدا   باید   شده   سازی شبیه   تبرید   الگوریتم   در   

  نمایش   برای   باینری   روش   از   پیشنهادی   روش   در .  گردد   مشخص 
  در   بیت   یک   ویژگی   هر   برای   روش   این   در .  شود می   استفاده   ها جواب 

  ویژگی   اگر   گیرد، می   یک   مقدار   بیت   یک   آنگاه .  شود می   گرفته   نظر 
  جواب   در   ویژگی   یک   اگر .  باشد   شده   انتخاب   جواب   در   آن،   به   مربوط 
  بنابراین .  گیرد می   صفر   مقدار   آن   به   مربوط   بیت   باشد،   نشده   انتخاب 

  فرض   نمونه   عنوان به     است.   ها ویژگی   تعداد   با   برابر   ها جواب   طول 
  طول   حالت   این   در .  باشد   موجود   A6  تا   A1  از   ویژگی   شش   کنید 

  داده   اختصاص   بیت   یک   ویژگی   هر   به   و   است   شش   با   برابر   ها جواب 
  2  شکل   صورت به   پیشنهادی   روش   در   فرضی   جواب   یک .  شود می 

 . است 
 

0 0 1 0 1 1 

A6 A5 A4 A3 A2 A1 

 ها در روش پیشنهادی حل نمایش راه   - 2شکل  
 

  برای   و   است   شش   با   برابر   جواب   طول   شود می   مشاهده   که   طور همان 
  فرضی،   جواب   این   در .  است   شده   داده   اختصاص   بیت   یک   ویژگی   هر 

  آنها   به   مربوط   بیت   اند، زیرا شده   انتخاب   چهار   و   دوم   اول،   های ویژگی 
 اند. نشده   انتخاب   ها ویژگی   سایر .  دارد   یک   مقدار 

  جواب   تولید   نحوۀ   ها، جواب   نمایش   نحوۀ   نمودن   مشخص   از   پس   
  خلاف   بر   شده   سازی شبیه   تبرید   الگوریتم .  گرد   مشخص   باید   اولیه 
.  پردازد می   جستجو   به   جواب   یک   با   فقط   فراابتکاری   های الگوریتم   اکثر 
  جمعیت   یک   با   که   است   شده   ارائه   نیز   الگوریتم   این   از   هایی نسخه   البته 

  ویژگی   کاهش   برای   پیشنهادی   روش   در   ا امّ .  کند می   کار   ها جواب   از 
  این .  شود می   استفاده   شده   سازی شبیه   تبرید   الگوریتم   اصلی   نسخۀ   از 
 

1 Simulated Annealing 

.  گردد می   تولید   تصادفی   کاملًا  صورت به   پیشنهادی   روش   در   جواب 
  تعداد   طول به   ها یک   و   صفرها   شامل   بیت   رشته   یک   کار   ابتدای   در   یعنی 

  اولیه   جواب   عنوان به   و   شده   تولید   تصادفی   صورت به   ها ویژگی 
  به   پارامتر   یک   الگوریتم   این   همچنین .  شود می   گرفته   نظر   در   الگوریتم 

  این  برای .  شود می   کنترل   آن  کمک   به   ها جواب   تولید  که   دارد   دما  نام 
 . گرفت   نظر   در   مقدار   یک   کار   ابتدای   در   باید   پارامتر 

 

 تابع برازندگی 
 در  همواره  که  است   نیاز  شده  سازیشبیه  تبرید  الگوریتم  در 

  این .  شود  مشخص  جواب  بودن  مناسب   میزان  مختلف  مراحل
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  یک   برازندگی  تابع.  شودمی  انجام   برازندگی  تابع   کمک   به   کار
 عدد  یک  آن  خروجی   و  کندمی  دریافت   را   جواب  که  است   تابع

 دهد.می نشان را جواب آن بودن مناسب  میزان که است 
  شده   انتخاب  هایویژگی  برازندگی،  تابع  برای  پیشنهادی  روش  در
  آموزش   همسایه  تریننزدیک  -کی   بندیطبقه  کمک  به  جواب  آن

  خطای .  شودمی  محاسبه  شده  حاصل  خطای  میزان  و  شودمی  داده
  مربعات   میانگین  خطای  پیشنهادی،  روش  در  شده  گرفته  نظر  در

  در   هاداده  تمامی  برازندگی  تابع  برای  که  است   ذکر  قابل.  است 
  استفاده   مورد  آنها   از   ایزیرمجموعه  فقط   و   شوندنمی  گرفته  نظر
  تابع.  نباشد  برزمان  برازندگی  تابع  محاسبات  تا  گیردمی  قرار

 . است  1 رابطۀ صورتبه پیشنهادی روش در برازندگی

(1)  𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =
1

𝑛
× ∑(𝑌𝑖 − Ŷ𝑖)

2
𝑛

𝑖=1

 

  values observedبرابر با  iYها،  برابر با تعداد داده  nدر این رابطه  
 موارد  به  توجه  با  بنابراین   است.  predicted valuesبرابر با    iŶو  

  جوابی  برای  برازندگی  همان  یا  خطا  میزان  قدر  هرچه  شده  مطرح
  نشان   نیز   خطا  بالای  مقدار.  است  بهتر  جواب  آن  باشد،  کمتر

 است.  جواب بودن ضعیف دهندۀ

 

 ه ی همسا   یهاجواب د یتول
تول  پس  اول  دیاز  تکرار   ۀحلق  کیوارد    تمیالگور  ه،یجواب 
از حلقه تعداد  شودیم   د یتول  هیجواب همسا  یو در هر تکرار 
تعداد جوابشودیم با   دیتول  هی همسا  یها.  شده در هر مرحله 

 . گرددیم افت یدر یکه از ورود شودیمشخص م NN پارامتر
 یضیاز روش تعو   یشنهادیدر روش پ  هیجواب همسا  دیتول  یبرا

انتخاب    یتصادفصورت  به  ت ی روش دو ب  ن ی. در اشودیاستفاده م
صورت    نیو به ا  کندیم  رییتغ  گریکدیآنها با    ریو مقاد  شوندیم
جد  کی نمونهشودی م  دیتول  دیجواب  تول  یا.  به   د یاز  جواب 

 . استداده شده  ش ینما 3در شکل  یضیروش تعو 
 

 

0 0 1 0 1 1 

A6 A5 A4 A3 A2 A1 

 
 

0 1 1 0 0 1 

A6 A5 A4 A3 A2 A1 
 

 تولید جواب همسایه به روش تعویضی  -3شکل 

 
 پنجم  و  دوم  هایبیت   نمونه  این  در  شودمی  مشاهده  که  طورهمان 

 یکدیگر   با  آنها  مقادیر  و  اندشده  انتخاب  تصادفی  صورتبه
 .است  آمده وجودبه جدیدی  جواب  و است  شده جاهجاب
.  دهد  رخ  است   ممکن  حالت  دو  همسایه   های جواب  تولید  از  پس

  جواب   از  همسایه   جواب   بهترین  که  است   این  حالات  از  یکی
  جایگزین   همسایه  جواب  بهترین  صورت  این  در.  باشد  بهتر  فعلی

  در   NN=3  فرض  با  حالت   این  از  ای نمونه.  است   فعلی  جواب
 . است  شده  داده نشان 4 شکل

 

Fitness = 4.2 0 0 1 0 1 1 

 A6 A5 A4 A3 A2 A1 

 

 

 Fitness = 6.3 0 1 1 0 0 1 

  A6 A5 A4 A3 A2 A1 
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✓ Fitness = 3.1 0 0 1 1 0 1 

  A6 A5 A4 A3 A2 A1 

 

 Fitness = 4.1 1 0 1 0 1 0 

  A6 A5 A4 A3 A2 A1 

 

 قرارگیری بهترین جواب همسایه   -4شکل 

 

سه  است   مشاهده  قابل  که   طورهمان  نمونه،  این    جواب   در 
  است  فعلی  جواب   از  ترضعیف  یکی  که  است   شده  تولید  همسایه

 مثال  این  در   دوم  همسایه  جواب.  هستند  بهتر   دیگر  جواب   دو  و
 شود. می فعلی جواب  جایگزین  که است  جواب بهترین
 از  کدامهیچ  که   است  این  دهد  رخ  است  ممکن  که  دیگری  حالت 
  حالت  این  در.  نباشند  فعلی  جواب  از  بهتر  همسایه  هایجواب
  برای   احتمالی  و  شوندنمی  گذاشته  کنار  کاملاً  همسایه   های جواب
  جواب   بهترین  حالت   این  در.  شودمی  گرفته  نظر  در  آنها  حضور
  تابع .  شودمی  فعلی  جواب   جایگزین  بولتزمن  احتمال  با  همسایه
 . است شده داده نشان 2 رابطۀ در بولتزمن احتمال

(2 ) 𝑃𝑟𝑒 = 𝑒(−∆𝐸 𝑇⁄ ) 

 
  نرمال   مقدار  ∆E  و  جاری  ۀمرحل  در  دما  مقدار  T  رابطه   این  در 

.  است   همسایه  جواب  و  فعلی  جواب  بین  برازندگی  تفاوت  شده
  یک   و  صفر  بین  تصادفی  عدد  یک   احتمال  این  محاسبه  از  پس

  بولتزمن   احتمال  مساوی  یا  ترکوچک  عدد  این  اگر.  شودمی  تولید
 در.  شودمی  فعلی  جواب  جایگزین  همسایه  جواب  آنگاه  باشد،

 این  از  اینمونه.  کندنمی  تغییری  فعلی  جواب  صورت  این  غیر
 . است  شده داده نشان 5 شکل در NN=3 فرض با حالت 

تول  در هر سه ضع  دیمثال سه جواب  که  از جواب    ترف یشده 
  ی جواب است و برا  نیبهتر   ه ی. جواب سوم همساهستند  یفعل

م محاسبه  بولتزمن  احتمال  اشودیآن  در  تصادف  نجای.   یعدد 

جاکوچک سوم  جواب  و  است  بولتزمن  احتمال  از    ن یگزیتر 
 . شودیم یجواب فعل

 

 کاهش دما
  و   همسایه  هایجواب  تولید  از  پس  الگوریتم،  از  تکرار  هر  در 

  کاهش   باید  دما  مقدار  شرایط،  برقراری   صورت  در  آنها  جایگزینی
  تبرید   الگوریتم  در  دما  کاهش  برای  مختلفی  معیارهای.  یابد
  خطی  قاعده  از  پیشنهادی  روش  در  که  دارد  وجود  شده  سازیشبیه

  ۀ رابط  در  پیشنهادی  روش  در  دما   کاهش  رابطۀ.  شودمی  استفاده
 . است  شده داده نشان 3

 
(3 ) 𝑇 = 𝑇 − ((𝑇0 − 𝑇𝑓) 𝑀𝑎𝑥𝑖𝑡𝑒𝑟⁄ ) 

 
  و  نهایی دمای Tf اولیه، دمای T0 جاری،  دمای T رابطه این در 

Maxitrt  ابتدای   .است   الگوریتم  تکرار  تعداد توجه شود که در 
صورت متنوع فضای مسئله  الگوریتم دما بالا است و الگوریتم به

یابد و براساس احتمال میکند. در ادامه دما کاهش  را جستجو می
به مسئله  فضای  میبولتزمان  جستجو  متمرکز  شود.  صورت 

 شود. بنابراین تنوع و نمرکز به خوبی اعمال می
 

Fitness = 4.2 0 0 1 0 1 1 

 A6 A5 A4 A3 A2 A1 

 

 

 Fitness = 6.3 0 1 1 0 0 1 

  A6 A5 A4 A3 A2 A1 
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 Fitness = 5.7 0 0 0 1 1 1 

  A6 A5 A4 A3 A2 A1 

 

✓ 
Fitness = 4.5 

Pre = 0.75 

Rand= 0.32 
1 0 0 0 1 1 

  A6 A5 A4 A3 A2 A1 

 
 قرارگیری جواب همسایه ضعیف   -5شکل 

 

 شرط توقف 

  همسایه   های جواب   الگوریتم   از   تکرار   هر   در   پیشنهادی   روش   در   
  توقف   شرط   یک   تا   کند می   پیدا   کاهش   نیز   دما   و   شوند می   تولید 
  های الگوریتم   برای   توان می   را   مختلفی   توقف   های شرط .  شود   برقرار 

  ثابت   تکرار   تعداد   پیشنهادی   روش   در .  گرفت   نظر   در   ابتکاری   فرا 
  تعداد   این .  است   شده   گرفته   نظر   در   توقف   شرط   عنوان به   تکرار   حلقه 
  دریافت   ورودی   از   که   شود می   مشخص   Maxiter  پارامتر   با   تکرار 

 . شود می 

 (   KNN)   1ترین همسایه نزدیک - کی تشخیص بیماری با    
  کمک   به   اول   ۀ مرحل   در   ویژگی   انتخاب   از   پس   پیشنهادی   روش   در   

  بیماری   تشخیص   دوم   ۀ مرحل   در   شده،   سازی شبیه   تبرید   الگوریتم 
- کی   الگوریتم   و   ماشین   یادگیری   کمک   به   کار   این .  گیرد می   صورت 

 . شود می   انجام   همسایه   ترین زدیک ن 
  با   ها داده   ۀ هم   ۀ فاصل   ابتدا   همسایه   ترین نزدیک   - کی   الگوریتم   در   

ۀ  داد   به   نزدیک   ۀ داد   تعدادی   سپس .  شود می   محاسبه   ورودی   داده 
.  گیرد می   صورت  تشخیص   آنها  براساس   و  شود می  انتخاب   ورودی 

  همسایه   ترین نزدیک   - کی   الگوریتم   کمک   به   تشخیص   روال   ادامه   در 
 . شود می   داده   شرح   پیشنهادی   روش   در 

 محاسبۀ فاصله 

  نیاز   همسایه   ترین نزدیک   - کی   الگوریتم   در   شد،   اشاره   که   طور همان   
.  گردد   محاسبه   موجود   های داده   با   ورودی ۀ  داد   بین   ۀ فاصل   که   است 

  در .  دارد   وجود   ها داده   بین   ۀ فاصل   ۀ محاسب   برای   مختلفی   معیارهای 
  استفاده   فاصله   ۀ محاسب   برای   اقلیدسی   ۀ فاصل   از   پیشنهادی   روش 

  طبق  اقلیدسی   ۀ فاصل  باشند   لفه ؤ م   p با  نقطه   دو  y  و  x  اگر . شود می 
 . گردد می   محاسبه   4  ۀ رابط 

 

 
1 K-Nearest Neighbors 

 (4 )  𝐷 = √∑(𝑥𝑖 − 𝑦𝑖)
2

𝑝

𝑖=1

 

 
  های داده   ۀ هم   با   وروی   ۀ داد   بین   اقلیدسی   ۀ فاصل   الگوریتم،   ابتدای   در   

  باید   که   است   ای داده   ورودی   ۀ داد   از   منظور .  شود می   محاسبه   موجود 
این داده از ورودی دریافت    . داده شود   تشخیص   آن   بیماری   وضعیت 

های موجود  های داده های آن دقیقاً مانند ویژگی شود و ویژگی می 
 است. 

  محاسبه   قابل   راحتی   به   آن،   ۀ رابط   سادگی   دلیل به   اقلیدسی   فاصلۀ   
  فاصله   این .  دارد   کاربرد   مختلف   های الگوریتم   از   بسیاری   در   و   است 

  تجسم   قابل   خوبی به   اقلیدسی،   ۀ هندس   روی   بر   آن   گذاری پایه   دلیل به 
  ماشین   یادگیری   های الگوریتم   از   بسیاری   در .  است   بصری   نمایش   و 
  فضای   در   تواند می   اقلیدسی   ۀ فاصل .  شود می   استفاده   ها داده   تحلیل   و 

  ویژگی  این   که   شود،  محاسبه  نیز ( بعد  سه   از   بیش  حتی )   چندبعدی 
  این   همچنین .  کند می   مناسب   پیچیده   های داده   تحلیل   برای   را   آن 

  و   است   مقاوم  ها داده  مقیاس  تغییرات  برابر   در  و   است  پایدار  فاصله 
  مقیاس   تغییرات   از   نگرانی   بدون   ها داده   تحلیل   در   آن   از   توان می 

  پیشنهادی   روش   در   اقلیدسی   ۀ فاصل   از   علت   همین   به .  کرد   استفاده 
 . شود می   استفاده 

 تشخیص بیماری 
ورودی، برای   ۀ داد   با   ها داده  تمامی   اقلیدسی   ۀ فاصل  ۀ محاسب   از  پس   

  مرتب   نزولی   صورت به   و   فاصله   اساس بر   ها داده   تشخیص بیماری 
  مشخص   ورودی   ۀ داد   به   داده   ترین نزدیک   تعدادی   سپس .  شوند می 
  ورودی   از   که   شود می   مشخص  k پارامتر   با   تعداد   این .  شود می 

 شود. می   دریافت 
  به   آنها   که   هایی کلاس   ورودی،   ۀ داد   به   نزدیک   ۀ داد   k  انتخاب   از   پس   

  مکررترین  به   وروی  ۀ داد . گیرند می   قرار   بررسی   مورد  دارند  تعلق  آن 
  این   به   و   یابد می   تعلق   شده   انتخاب   های داده   های کلاس   بین   در   کلاس 
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  در   تشخیص   از   ای نمونه .  شود می   انجام   بیماری   تشخیص   صورت 
 . مشاهده است   قابل   6  شکل   صورت   در   پیشنهادی   روش 
  که   دارد   وجود   داده   نمونه   شش   ، است   مشاهده   قابل   که   طور همان 

  فرد   یک   به   مربوط   داده   نمونه   هر .  است   مشخص   کدام   هر   کلاس 
  بیمار   فرد   معنی   به  c2  کلاس   و   سالم   فرد   معنی  به   c1 کلاس .  است 
  شده   درج   آن   کنار   ها داده   از   یک   هر   با   ورودی   ۀ داد ۀ  فاصل .  است 
 . است   3  یا   برابر   نیز   k  پارامتر .  است 

  ورودی   ۀ داد   به   تر نزدیک   همه   از   S6  و   S3 ،  S4  ۀ داد   سه   مثال   این   در   
.  شوند می   بررسی   آنها   های کلاس   و   شده   انتخاب   داده   سه   این .  هستند 
  به   عدد  یک  و   دارند  تعلق  c2 کلاس   به   ها داده  این  از   عدد  دو  چون 

.  کند می   پیدا   تعلق   c2  کلاس   به   ورودی   ۀ داد   دارد،   تعلق   c1  کلاس 
بیماری    تشخیص   صورت   این   به .  است   بیمار   ورودی   نمونه   یعنی 

 . شود می   انجام   دیابت در روش پیشنهادی 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 تشخیص بیماری در روش پیشنهادی -6شکل 

 

 نتایج تجربی 
  با   دیابت  بیماری   تشخیص  برای   شده   پیشنهاد  روش  بخش   این   در   

ابتدا    ادامه   در .  شود می   مقایسه   زمینه   این   در   مشابه   های روش   دیگر 
های  ارزیابی   نتایج  سپس . شود می  معرفی  ها و شرایط ارزیابی   محیط 

گردد. سعی شده است که شرایط برای تمامی  می   تحلیل   و   عملی ذکر 
 عادلانه باشد. ها یکسان و  روش 

  دیابت   بیماری   تشخیص   برای   پیشنهادی   روش   محیط ارزیابی:   ⚫

  یک   در   ها آزمایش .  شد   سازی   پیاده   Matlab  افزار نرم   از   استفاده   با 
  ، Intel(R) Core(TM) i3-4030U 1.90GHz  ۀ پردازند   با   سیستم 
  صورت   10  ویندوز   و   500GB  دیسک   هارد   ، 4GB  رم   ی حافظه 
 . گرفت 

  ۀ داد   مجموعه   از   عملی   های آزمایش   برای   داده: مجموعه    ⚫
1US hospitals-Diabetes 130   مرتبط   داده   مجموعه   این .  شد   استفاده  
اطلاعات   است   دیابتی   بیماران   با  در آن    بیمار   هزار   صد   حدود   و 

  50  داده   نمونه   هر   است. در این مجموعه داده برای   شده   آوری جمع 
  دو   داده   مجموعه   این   های برچسب است.    شده   ثبت   مختلف   ویژگی 
  . است   نبودن   بیمار   و   بودن   بیمار   معنی   به   که   دارند   No  و   Yes  حالت 

  برای   ها داده   صد   در   70  شده   انجام   های ارزیابی   قابل ذکر است که در 
  آزمایشی   های داده   برای   مانده   باقی   درصد   30  و   آموزشی   های داده 
های انتخاب  یک نمونه از ویژگی  2در جدول    . شدند  گرفته  نظر   در 

ویژگی این مجموعه داده    50شده توسط روش پیشنهادی از بین  
 ذکر شده است. 

 
 ها در اجراهای مختلف ارزیابی دقت روش -2جدول 

 شرح  ویژگی

race بیمار نژاد  

gender بیمار جنسیت  

 
1 https://archive.ics.uci.edu 

S1: c1 

S2: c2 

S3: c2 

S4: c1 

S5: c2 

S6: c2 

Input 

C1: سالم      C2: بیمار             K=3 
D=8.4 

D=6.2 

D=1.5 

D=2.5 

D=7.2 

D=3.1 

S3: c2 

S4: c1 

S6: c2 

c2 
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age بیمار سن  

admission_type_id پذیرش  نوع  

time_in_hospital بیمارستان در بستری زمان  مدت  

num_lab_procedures شده  انجام هایآزمایش  تعداد  

number_outpatient سرپایی بازدیدهای تعداد  

diag_1  اول  تشخیص  

diag_2 دوم  تشخیص  

number_emergency اورژانس بازدیدهای تعداد  

readmitted بیمار  بازگشت رخ  

num_medications داروها  تعداد  

payer_code اجتماعی -اقتصادی وضعیت  

number_inpatient هابستری  تعداد  

A1Cresult آزمایش  نتیجه  HbA1c 

 
ا همان  قابل مشاهده است در  که  تعداد    ن ی طور    ی ژگ ی و   15نمونه 

ا  ت   ی ها ی ژگ ی و   ن ی انتخاب شده است.  در    ی اد ی ز   ر ی ث أ انتخاب شده 
 دارند.   ابت ی د   ی مار ی ب   ص ی تشخ 

 

 های عملی از سه روش استفاده شد: در آزمایش ها:  روش 

  را   دیابت   بیماری   این روش :  (  WKNN)  1روش مبتنی بر وزن  •

.  دهد می   تشخص   همسایه   ترین نزدیک   - کی   الگوریتم   براساس 
  نزدیکترین   - کی   الگوریتم   خاص   نوع   یک   از   روش   این   در 

  این   جزئیات   . است   شده   استفاده   است   وزن   بر   مبتنی   که   همسایه 
 . [ 17شده است ]   و همکاران ذکر   Aliدر مطالعۀ    روش 

کممیسیونی  • دهنده  رای  چند  این  :  ( MVMCNN) 2روش 

  در .  است   همسایه   ترین نزدیک - کی   الگوریتم   پایه   بر   نیز   روش 
  همسایه   ترین نزدیک   - کی   الگوریتم   خاص   نوع   یک   از   روش   این 
  دهنده   رای   چند   کمیسیون   چند   همسایه   ترین نزدیک   نام   به 

این   . شود می   استفاده  مطالعۀ    روش   جزئیات  و   Khaleelدر 
 . [ 20شده است ]   ذکر   همکاران

  پیشنهاد   روش   روش، همان   این :  (   SAKNN) 3روش پیشنهادی  •

  کمک  به  ویژگی   انتخاب   روش  این  در .  مقاله است   این   در   شده 
  بیماری   تشخیص .  شود می   انجام   شده   سازی شبیه   تبرید   الگوریتم 

  همسایه   ترین نزدیک   - کی   الگوریتم   کمک   به   نیز   خون   قند 
می  شده    ارائه   3  بخش   در   روش   این   جزئیات .  گیرد صورت 

یک نمونۀ کلی از مقادیر پارامترهای روش    3در جدول    . است 
های عملی ذکر شده است. قابل ذکر است  پیشنهادی در ارزیابی 

های مختلف مقادیر این پارامترها بسته به شرایط  که در آزمایش 
 کند که در ادامه شرح داده شده است. تغییر می 

 

 

مقادیر پارامترهای روش پیشنهادی  -3جدول   

 مقدار  شرح  پارامتر 

N  1 تعداد اعضای جمعیت 

NN  ها در تعداد همسایه SA 5 

T0  100 دمای اولیه 

Tf 0 دمای نهایی 

Maxiter  500 تعداد تکرار الگوریتم 

k  ها در تعداد همسایه KNN 10 

 

  ( برای Accuracy)   دقت   معیار   از   ها ارزیابی   در   ها: معیار و متریک   
 

1 Weighted K-Nearest Neighbors 
2 Multi-Voter Multi-Commission Nearest Neighbor 

  برای   معیار   ترین متداول   دقت   معیار .  شود می   استفاده   مقایسه 

3 Simulated Anealing K-Nearest Neighbor 

 [
 D

O
I:

 1
0.

18
50

2/
ijd

l.v
25

i5
.2

03
42

  ]
 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

dl
d.

tu
m

s.
ac

.ir
 o

n 
20

26
-0

1-
04

 ]
 

                            12 / 19

http://dx.doi.org/10.18502/ijdl.v25i5.20342 
https://ijdld.tums.ac.ir/article-1-6431-en.html


 
 
 

        
  465 

 1404سال  ، 5 ، شمارۀ 25دورۀ  مجله ديابت و متابوليسم ايران

 ...  یهاتمیالگور با استفاده از ابتید یمار یب صی تشخ یبرا یروش اصغری   و یازگوم

  که   کند می   مشخص   معیار   این .  است   بندی طبقه   بر   مبتنی   های روش 
  تشخیص   را   بیماری   درستی   به   میزان   چه   تا   بررسی   مورد   روش 

  آن   عملکرد   باشد،   بیشتر   روشی   برای   دقت   مقدار   چه   هر .  دهد می 
  تعداد   با   برابر   معیار   این   مفهومی   نظر   از .  است   بهتر   روش 
  انجام   های بینی پیش   کل   تعداد   به   گرفته   صورت   صحیح   های بینی پیش 
 . شود می   محاسبه   5  ۀ رابط   از طریق   دقت   معیار .  است   شده 

 

 (5 )  𝐴𝑐𝑐 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

 
 : هستند   زیر   شرح   به   رابطه   این   در   شده   استفاده   پارامترهای 

  تشخیص   بیمار   درستی   به   که   مواردی   تعداد :  (   TP) 1مثبت واقعی  •
 . اند شده   داده 

  تشخیص   بیمار   اشتباه   به   که   مواردی   : تعداد (    FP) 2مثبت کاذب  •
 . اند شده   داده 

  و  اند شده  رد   درستی  به  که  مواردی  تعداد  :  (   TN) 3منفی واقعی  •
 . اند شده   داده   تشخیص   سالم   به درستی 

به    و   اند شده   رد   اشتباه   به   که   مواردی   : تعداد (   FN) 4منفی کاذب   •
 . اند شده   داده   تشخیص   سالم   اشتباه 

  مختلف   اجرای   از   ابتدا   دقت،   معیار   براساس   ها روش   ۀ مقایس   برای 
.  شد   استفاده   چهار متریک   از   مقایسه   برای   ادامه   در   سپس .  شد   استفاده 

  ترین نزدیک   - کی   الگوریتم   در   k  پارامتر   افزایش   ها متریک   از   یکی 

  نزدیک   های همسایه   تعداد   کننده   مشخص   پارامتر   این .  است   همسایه 
.  است   ها داده   نمونه   تعداد   افزایش   دیگر   متریک .  است   وروی   ۀ داد   به 

  مورد   دقت   معیار   روی   ها، روش   در   ها داده   تعداد   افزایش   روند   یعنی 
الگوریتم    . گیرد می   قرار   بررسی  تکرار  افزایش  دیگر  متریک 

در روش  اعضای  است ها  فراابتکاری  تعداد  افزایش  آخر  متریک   .
 . است ها  جمعیت جواب 

(،  Precisionصحت )   معیارهای   ها براساس علاوه بر دقت، روش   
 ( امتیاز  Recallفراخوانی  و   )F1   (F1 Score مورد قرار    مقایسه   ( 

های طبقه مورد استفاده  این معیارها برای مقایسه الگوریتم   . گرفتند 
ها از نظر زمان اجرا مقایسه شدند.  گیرند. در انتها نیز روش قرار می 

هر چقدر میزان زمان اجرای روشی کمتر باشد، یادگیری و تشخیص  
 شود. تر انجام می سریع 

 

 ارزیابی دقت در اجراهای مختلف 
  ها روش   ۀ مقایس   برای   شده   انجام   های ارزیابی   نتایج   بخش   این   در   

و    اجراهای   در   ها روش   ابتدا   مقایسه   برای .  شود می   ذکر  مختلف 
  یک  هر  منظور  این  برای  . گیرند می  قرار  بررسی  مورد  اساس دفت بر 
  میزان   اجرا   هر   در   و   شدند   اجرا   مجرا   صورت به   بار   15  ها روش   از 

  و   دقت   میانگین   دقت،   بهترین   سپس .  شد   محاسبه   روش   دقت 
  این   از   حاصل   نتایج .  شد   محاسبه   روش   هر   برای   معیار   از   انحراف 
 . است   شده   داده   نشان   4  جدول   در   ها ارزیابی 

 

ها در اجراهای مختلف ارزیابی دقت روش -4جدول   

 WKNN MVMCNN SAKNN اجرا 

1 0.93 0.90 0.94 
2 0.90 0.93 0.93 
3 0.88 0.96 0.96 
4 0.87 0.92 0.98 
5 0.93 0.91 0.97 
6 0.91 0.96 0.97 
7 0.92 0.91 0.93 
8 0.87 0.96 0.95 
9 0.89 0.95 0.94 
10 0.90 0.90 0.97 
11 0.90 0.95 0.94 
12 0.88 0.96 0.98 
13 0.93 0.95 0.96 
14 0.91 0.90 0.95 

 
1 True positive 
2 False positive 
3 True negative 

4 False negative 
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15 0.92 0.94 0.98 
 0.98 0.96 0.93 بهترین 
 0.95 0.93 0.90 میانگین 

 0.0003 0.0005 0.0004 انحراف از معیار

  15  در   ها روش   برای   دقت   میزان   شود می   مشاهده   که   طور   همان   
  پیشنهادی  روش  اجرای   بهترین .  است  شده   محاسبه  مختلف  اجرای 
 روش   اجرای   بهترین .  است   درصد   98  با   برابر  SAKNN یعنی 

MVMCNN   روش   اجرای   بهترین   و   درصد   96  با   برابر WKNN 

  پیشنهادی   روش   را   دقت   بالاترین   بنابراین .  است   درصد   93  با   برابر 
 . است   کرده   ارائه 

.  دارد   را   عملکرد   بهترین   پیشنهادی   روش   نیز   دقت   میانگین   نظر   از   
  برابر   MVMCNN  روش   درصد،   95  با   برابر   SAKNN  روش   میانگین 

  انحراف   نظر   از .  است   درصد   90  با   برابر   WKNN  روش   و   درصد   93
  بهتر   همه   از   SAKNN  یعنی   پیشنهادی   روش   عملکرد   نیز   معیار   از 

  تر نزدیک   ها روش   دیگر   به   نسبت   آن   معیار   از   انحراف   مقدار   زیرا .  است 
ارزیابی   . است   صفر   به  این  در  بهترین عملکرد را روش  بنابراین  ها 

 پیشنهادی دارد که علت اصلی آن مدلسازی مناسب است. 
 

 ها ارزیابی دقت با متریک 
بخش روش    این  متریک در  کمک  به  و  دقت  نظر  از  مورد  ها  ها 

ها در نظر  گیرند. ابتدا متریک افزایش تعداد همسایه ارزیابی قرار می 
برای می گرفته     از   مختلفی   تعداد   با   ها روش   منظور   این   شود. 
  از   یک   هر   دقت   و   شوند می   اجرا   KNN  الگوریتم   در   ها همسایه 

  که   است   k  پارامتر   همان   ها همسایه   تعداد .  گردد می   محاسبه   ها روش 
  پارامتر  برای  ها ارزیابی  این   در . است   ثیرگذار أ ت  ها روش   عملکرد   در 
k   نتایج .  شد   گرفته   نظر   در   500  و   400  ، 300  ، 200  ، 100  مقادیر  

 . است   شده   داده   نشان   7  شکل   در   ها ارزیابی   این   از   حاصل 

 

 
 

 ها ها با افزایش تعداد همسایهارزیابی دقت روش -7شکل 

 

می همان    مشاهده  که  همسایه طور  تعداد  افزایش  با  دقت  شود  ها، 
می روش  افزایش  همسایه ها  تعداد  وجود  با  زیرا  بیشتر،  یابد.  های 

ها، نمودار  تر، تشخیص را انجام داد. در تمامی آزمایش میتوان دقیق 
یعنی   پیشنهادی  روش   SAKNNروش  دیگر  نمودار  از  ها  بالاتر 

ها روش پیشنهادی دقت بالاتری  است. بنابراین در تمامی ارزیابی 
می  روش  ارائه  دیگر،  روش  دو  بین  در  دقت    MVMCNNکند. 

کند. علت برتری روش  ارائه می   WKNNبالاتری نسبت به روش  

پیشنهادی انتخاب ویژگی مناسب است که به کمک الگوریتم تبرید  
ها از نظر دقت و با  در ادامه روش     شود. شده انجام می   سازی شبیه 

داده  نمونه  تعداد  افزایش  قرار می متریک  اررزیابی  مورد  گیرند.  ها 
. برای این  است ها همان اطلاعات افراد بیمار  منظور از نمونه داده 

شوند و دقت هر  ها اجرا می ها با تعداد مختلفی از داده منظور روش 
ها برای تعداد نمونه  گردد. در این ارزیابی ها محاسبه می یک از روش 

در نظر    100000و    80000،  60000،  40000،  20000ها مقادیر  داده 
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 است. نشان داده شده    8ها در شکل  گرفته شد. نتایج حاصل از این ارزیابی 
 

 
 

 هاها با افزایش تعداد نمونه دادهارزیابی دقت روش -8شکل 

 
  دقت   ها، داده   نمونه   تعداد   افزایش   با   شود می   مشاهده   که   طور همان   

  و   ماشین   یادگیری   در   زیرا .  یابد می   افزایش   ها روش   توسط   شده   ارائه 
  باشد،   بیشتر   ها داده   مقدار   چقدر   هر   بندی، طبقه   های الگوریتم 
  در .  رود می   بالاتر   تشخیص   دقت   و   گیرد می   صورت   بهتر   یادگیری 

  عملکرد   بهترین  SAKNN یعنی  پیشنهادی  روش  نیز  ها ارزیابی  این 
  آن،   از   پس .  است   ها روش   دیگر   از   بالاتر   آن   نمودار   و   دارد   را 

  ترین ضعیف .  دارد   دقت   نظر   از   بهتری  عملکرد   MVMCNNروش 
  ها ارزیابی   تمامی   در   آن   نمودار   و   دارد   WKNN روش   نیز   را   عملکرد 

 است.   دیگر   روش   دو   از   تر پایین 
تکرار    تعداد   افزایش   متریک   با   و   دقت   نظر   از   ها روش   ادامه   در   

  با   ها روش   منظور   این   برای .  گیرند می   قرار   اررزیابی   مورد   الگوریتم 
الگوریتم تکرار    تعداد    از   یک   هر   دقت   و   شوند می   اجرا   مختلف 
تکرار    تعداد   برای   ها ارزیابی   این   در .  گردد می   محاسبه   ها روش 

.  شد   گرفته   نظر   در   500  و   400  ، 300  ، 200  ، 100  مقادیر   ها الگوریتم 
 . است   شده   داده   نشان   9  شکل   در   ها ارزیابی   این   از   حاصل   نتایج 

 

 
 ها با افزایش تعداد تکرار الگوریتم ارزیابی دقت روش -9شکل 
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 تکرار الگوریتم،  تعداد  افزایش با  شودمی  مشاهده  که  طور  همان 
هرچه تکرار    زیرا .  یابدمی  افزایش  هاروش  توسط  شده  ارائه  دقت 

  دقت   و   شوندهای بهتری انتخاب میالگوریتم بالاتر باشد ویژگی
روش  نیز  هاارزیابی  این   در.  رودمی   بالاتر  تشخیص  نمودار 
 . است  هاروش دیگر از  بالاتر  SAKNN یعنی  پیشنهادی

اعضای   تعداد  افزایش  متریک  با   و  دقت   نظر  از  هاروش  ادامه  در 

  منظور  این  برای.  گیرندمی  قرار اررزیابی  ها موردجمعیت جواب
  شوندمی  اجرا  هااعضای مختلف جمعیت جواب  تعداد  با  هاروش

  ها ارزیابی  این  در.  گرددمی  محاسبه  هاروش  از  یک  هر  دقت   و
 و  90  ،80  ،70  ،60  مقادیر  هااعضای جمعیت جواب  تعداد  برای
  شکل  در  هاارزیابی  این  از  حاصل  نتایج.  شد  گرفته  نظر  در  100
 . است  شده داده نشان 10

 

 
 هاها با افزایش تعداد اعضای جمعیت جوابارزیابی دقت روش - 10شکل 

 
اعضای جمعیت    تعداد   افزایش   با   شود می   مشاهده   که   طور همان   

تعداد    زیرا .  یابد می   افزایش   ها روش   توسط   شده   ارائه   دقت   ها، جواب 
توان در فضای مسئله  و از طرق بیشتری می   است ها بیشتر  جواب 

نتیجه  در  و  کرد    این   در .  رود می   بالاتر   تشخیص   دقت   جستجو 
را    عملکرد   بهترین   SAKNN  یعنی   پیشنهادی   روش   نیز   ها ارزیابی 

و    داشته   بهتری   عملکرد   MVMCNN  روش   آن،   از   پس .  دارد 
 . است   WKNN  برای روش   عملکرد   ترین ضعیف 

  مختلف   حالت   پنج   با   دقت   نظر   از   ها روش   عملی،   های ارزیابی   در   
  و   مختلف   اجراهای   در   مقایسه   حالات   این   از   یکی .  شدند   بررسی 
  با   مقایسه   دیگر   حالت .  بود   معیار   انحراف   و   میانگین   بهترین،   محاسبه 
  تعداد   افزایش   با   مقایسه   بعدی   حالت .  بود   ها همسایه   تعداد   افزایش 

تکرار  .  بود   ها داده   نمونه  تعداد  افزایش  با  مقایسه  بعدی  حالت 
الگوریتم بود. حالت آخر مقایسه با افزایش تعداد اعضای جمعیت  

  دیگر   از   را   بالاتری   دقت   پیشنهادی   روش   ها ارزیابی   تمامی   بود. در 
  روش   مناسب   مدلسازی   برتری   این   علت .  داد   ارائه   ها روش 

  انتخاب   در   شده   سازی شبیه   تبرید   الگوریتم   از   استفاده   و   پیشنهادی 
  روش   که   گرفت   نتیجه   توان می   کلی   حالت   در   بنابراین .  است   ویژگی 

  زمینه   این   در   مشابه   های روش   سایر   از   بهتری   عملکرد   پیشنهادی 

 . دارد 
 

 پارامترها   ر ی سا   ی اب ی ارز 
  از ی و امت   ی صحت، فراخوان   ی ارها ی ها براساس مع بخش روش   ن ی ا   در   

F1   عملکرد    ی اب ی ارز   ی برا   ارها ی مع   ن ی . ا رند ی گ ی قرار م   ی اب ی مورد ارز
مع   ار ی بس   ی بند طبقه   ی ها تم ی الگور  هستند.  نسبت    ار ی مهم  صحت 

شده مثبت    ی ن ی ب ش ی شده به کل موارد پ   ی ن ی ب ش ی موارد مثبت درست پ 
مثبت درست    ی ها ی ن ی ب ش ی از پ   ی درصد   چه که    دهد ی است و نشان م 

شده به    ی ن ی ب ش ی نسبت موارد مثبت درست پ   ی فراخوان   ار ی هستند. مع 
از    ی که چه درصد   دهد ی است و نشان م   ی کل موارد مثبت واقع 

  F1  از ی امت   ار ی اند. مع داده شده   ص ی درست تشخ   ی موارد مثبت واقع 
از هر دو    ی ب ی است که ترک   ی صحت و فراخوان   ک ی هارمون   ن ی انگ ی م 

  ی صحت و فراخوان   ن ی که تعادل ب   ی زمان   ی و برا   دهد ی را ارائه م   ار ی مع 
  ن ی ا   ر ی نمونه از مقاد   ک ی   5. در جدول  است   د ی است، مف   از ی مورد ن 

نمونه ذکر شده    ش ی آزما   ک ی سه روش اشاره شده در   ی برا  ارها ی مع 
است. 
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 F1ها بر اساس پارامترهای صحت، فراخوانی و امتیاز ارزیابی روش =5جدول 

 WKNN MVMCNN SAKNN معیار 

 0.94 0.91 0.88 صحت 
 0.95 0.92 0.87 فراخوانی

 F1 0.87 0.91 0.94امتیاز 

صحت، فراخوانی و امتیاز   معیارهای  برای  مقادیر  به   توجه  با 
F1،  روش  SAKNN   0/ 95  برابر  فراخوانی  ،0/ 94  برابر  صحت  با  
  دیگر   روش  دو  به  نسبت   بهتری  عملکرد  ،0/ 94  برابر  F1امتیاز    و

  تشخیص   در  روش پیشنهادی   که   دهدمی  نشان  نتایج  این.  دارد
  کرده   عمل  قوی  بسیار  آنها  کردن  بینی پیش  درست  و   مثبت   موارد
  فراخوانی   ، 0/ 91  برابر  صحت   با  نیز  MVMCNN  روش.  است 
  به   نسبت   بهتری  عملکرد  ،91/0  برابر  F1امتیاز    و  0/ 92  برابر

WKNN  مؤثرتر   دیابت   تشخیص  در  که  دهدمی  نشان  و  دارد  
  برابر   فراخوانی  ،0/ 88  برابر  صحت  با  WKNN  روش.  است 

 دارد،  قبولی  قابل  عملکرد  اگرچه  ،0/ 87  برابر  F1امتیاز    و  0/ 87
روش .  است   ترضعیف  دیگر  روش  دو  به  نسبت   اما بنابراین، 

یعنی   سه   این   بین  در  را  عملکرد  بهترین   SAKNN  پیشنهادی 

 دهد. می ارائه دیابت  تشخیص در روش
 

 ارزیابی زمانی
روش  بخش  این  قرار در  ارزیابی  مورد  اجرا  زمان  نظر  از  ها 

شامل زمان انخاب ویژگی و همچنین زمان  گیرند. این زمان می
یادگیری و تشخیص بیماری است. هرچقدر زمان اجرای روشی  
کمتر باشد، عملکرد آن بهتر است و تشخیص بیماری با سرعت  

ها هر کدام ها روشبیشتری انجام شده است. برای این ارزیابی
صورت  پنج مرتبه اجرا شدند و زمان اجرای آنها براساس ثانیه به

ها در جدول جداگانه محاسبه شد. نتایج حاصل از این ارزیابی
 ذکر شده است.  6

 

ها ارزیابی زمانی روش -6جدول   

 WKNN MVMCNN SAKNN اجرا

1 65 72 67 
2 63 70 65 
3 65 73 65 

4 62 70 66 

5 64 73 65 

 
از    WKNNطور که قابل مشاهد است زمان اجرای روش  همان 

از آن  همۀ روش بهترین عملکرد را دارد. بعد  ها کمتر است و 
بهتر از روش دیگر    SAKNNزمان اجرای روش پیشنهادی یعنی  

دارد. با توجه    MVMCNNاست. بیشترین زمان اجرا را روش  
توان متوجه شد که میزان فاصله اجرای  به مقادیر این جدول می

بهنیست ها خیلی زیاد  بین روش خصوص زمان اجرای روش . 
SAKNN    به روشWKNN  توان گفت  نزدیک است. بنابراین می

 که عملکرد روش پبشنهادی از نظر زمانی قابل قبول است. 
 

 گیریو نتیجه بحث
  ی هایماریب  نیترعیاز شا  یکیو    یکیمتابول  یماریب  ینوع  ابت ید 

همان گلوکز همراه است    ایغدد است که با سطح قند خون بالا  

  جادیهر دو ا  ایعملکرد آن    ای ن یدنبال نقص در ترشح انسولو به
  ن یدر ب  ییبا سرعت بالا  ریاخ  یها در سال  ابت ی د  یماری. ب شودیم

و    شرفتهیپ  یکشورهان گسترش در  یاست. ا  افتهیافراد گسترش  
آن  لیدلا نیتراز مهم یکی. است   شتریدر حال توسعه ب  نیهمچن

ب حاو  هیرویمصرف  ااست قند    ی مواد  به  توجه  با  مورد    نی. 
دارا  صیتشخ آن  در سالاست   ت یاهم  یزودهنگام    ر یاخ   یها. 

صورت را به  یماریب  نیاند که اآورده  ی رو  ییهامحققان به روش
تشخ  یرتهاجمیغ خودکار  ب  ص یو    ی هاروش  ن یب  شتر یدهند. 

  ه یاند بر پاارائه شده  ابت ید  یمار یب  صیتشخ  یکه برا  یخودکار
 است.  نیماش یریادگ ی

بر    ابتی د  یماریب  صیتشخ  یبرا   دیروش جد  ک یمقاله    نیا  در
در   نیماش  یریادگ ی و    یفراابتکار  یهاتمیالگور  هیپا شد.  ارائه 

پ الگور  ی شنهادیروش  ابتکار  تمیاز    ی ژگ یانتخاب و   یبرا  یفرا 

 [
 D

O
I:

 1
0.

18
50

2/
ijd

l.v
25

i5
.2

03
42

  ]
 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

dl
d.

tu
m

s.
ac

.ir
 o

n 
20

26
-0

1-
04

 ]
 

                            17 / 19

http://dx.doi.org/10.18502/ijdl.v25i5.20342 
https://ijdld.tums.ac.ir/article-1-6431-en.html


 
 
 

        
  470 

 1404سال  ، 5 ، شمارۀ 25دورۀ  مجله ديابت و متابوليسم ايران

 ...  یهاتمیالگور با استفاده از ابتید یمار یب صی تشخ یبرا یروش اصغری   و یازگوم

 دیتبدر  تمیاستفاده شده، الگور یفرا ابتکار  تمیاستفاده شد. الگور
برااست شده    یسازهیشب ن  یماریب  صیتشخ  ی.  از   زیقند خون 
  تمیاستفاده شد. الگور  یبندطبقه  یهاتمیو الگور  نیماش  یریادگ ی

پ  یبندطبقه روش  در  شده    - یک   تمیالگور   یشنهادیاستفاده 
مرحلاست   هیهمسا  نیترکینزد در  پ  ۀ.  روش    ی شنهادیاول 

و م  یژگ یانتخاب  ب  ردیگ یصورت  از  موجود    یهایژگ یو  نیو 
مرحلشوندیم  ابانتخ  هانیبهتر در  تشخ  ۀ.    یماریب  صیدوم 

مشخص شد که روش    یعمل  یهاسهی. در مقاردی گ یصورت م
از نظر    ی عملکرد بهتر  ابت ید  یمار یب  ص یتشخ  یشده برا  شنهاد یپ

د به  نسبت  ا  ی هاروش  گریدقت  در  و   نهیزم  نیمشابه  دارد 
 .دهدیانجام م یکمتر یرا با دقت بالاتر و خطا  صیتشخ

و    یطیعوامل مح  ریتأث  ق،یتحق  نیمهم ا  یهات یاز محدود  یکی 
تغذ  یزندگ   طیشرا مانند  مانند  سطح   ، یبدن  ت یفعال  ه، یافراد 

  ن یکه ایصورتاست. در  ابت ید  صیبر دقت تشخ  رهیاسترس، و غ 
و آزمون لحاظ نشده    یآموزش  ی هاصورت کامل در دادهعوامل به

مدل کم  یصیتشخ  یهاباشند،  دقت  است  و    یترممکن  داشته 
بنابرا  یفیضع  جینتا دهند.  ا  ن،ی ارائه  به  توجه  عوامل    نیعدم 
  ج یو دقت نتا  یریپذم یدر تعم  یمهم  ت یمحدود  تواندی م  یطیمح
همچن  قیتحق ا  یهانمونه  نیباشد.  در  استفاده   قیتحق  نیمورد 

استفاده شده    ی هاداده  راینداشته باشند. ز  ی ممکن است تنوع کاف
طور  به  جی و ممکن است نتا  است خاص    ۀطقمن  کیتنها مربوط به  
 .مناطق نباشد گریبه د میکامل قابل تعم

آت  کی  ا  یبرا  یراهکار  شامل   تواندیم  قیتحق  نیبهبود 

  ط یو شرا  یطیمرتبط با عوامل مح  یها داده  لی و تحل  یآورجمع
ا  یزندگ  به  باشد.  جمع  نیافراد  مراحل  در  که    ی آورصورت 
استرس،    زانیم  ،یبدن  تیسطح فعال  ه،یمانند تغذ  یها، اطلاعاتداده

  ی بهداشت  یهابه مراقبت   یو دسترس  یاجتماع-یاقتصاد  ت یوضع
ا  زین از  استفاده  با  شوند.  گرفته  نظر    ، یاضاف  یهاداده  نیدر 

  تر قیدق   جیو نتا   نندی آموزش بب  توانندیم  یهوش مصنوع  یهامدل 
جامع همچن  یترو  دهند.    ی هاتمیالگور  یریکارگ به  ن،یارائه 

ترک   ترشرفتهیپ تکن  ب یو  با  به   تواندیم  یفراابتکار  یهاکی آنها 
با مراکز    یهمکار  شیکمک کند. افزا  ابت ید  صیخبهبود دقت تش

 یاداده  یهابانک  جادیمنجر به ا  تواندی م  زین  ی قاتیو تحق  یدرمان
 خواهد کرد.  ترمیرا قابل تعم  جی تر شود که نتاتر و متنوعبزرگ
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