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Background: Small P-values have been conventionally considered as evidence to reject a null hypothesis 

in empirical studies. However, there is widespread criticism of P-values now and the threshold we use for 

statistical significance is questioned.  

Methods: This communication is on contrarian view and explains why P-value and its threshold are still 

useful for ruling out sampling fluctuation as a source of the findings.  

Results: The problem is not with P-values themselves but it is with their misuse, abuse, and over-use, 

including the dominant role they have assumed in empirical results. False results may be mostly because of 

errors in design, invalid data, inadequate analysis, inappropriate interpretation, accumulation of Type-I error, 

and selective reporting, and not because of P-values per se. 

Conclusion: A threshold of P-values such as 0.05 for statistical significance is helpful in making a binary 

inference for practical application of the result. However, a lower threshold can be suggested to reduce the 

chance of false results. Also, the emphasis should be on detecting a medically significant effect and not zero 

effect. 

 

 

Introduction 

There is a raging controversy around the world 

on the use of P-values arising in null hypothesis 

significance testing (NHST) and consequent 

statistical significance that helps in obtaining 

empirical results. Although a discussion on 

their relevance in medical research was going 

on for long,(1,2) it precipitated by the decision 

of the editors of Basic and Applied Social 

Psychology in 2015 to ban P-values and 

consequent statistical significance in the 

articles published in their journal. In their 

opinion, P-values can become an excuse for 

lower quality research.(3) They found similar 

fault with the confidence intervals also. The 

American Statistical Association (ASA) 

subsequently set up a committee to examine 

this issue and recommended in 2016 that no 

decision should be based solely on P-value 

crossing a particular threshold such as 

0.05.(4)This ASA statement attracted 

widespread media coverage, and reports of non-

reproducibility of some statistically validated 

research findings, particularly in medical and 

health sciences(5,6) provided credence to these 

allegations. In the year 2019, The American 

Statistician brought out a Supplement with 43 

articles on this topic, including the Editorial 

that concluded on the basis of consensus in 

these articles that the term ‘statistical 

significance’ be dropped entirely.(7) Also, an 

article in Nature cited a note with 800 

signatures calling for a “stop to the use of P-

values in the conventional dichotomous way to 

decide whether a result refutes and supports a 

scientific hypothesis”.(8)However, they 

stopped short of calling a ban on P-values. 

Thus, there are two distinct issues regarding the 

validity of P-values in reaching a result – first 

is regarding their any role whatsoever and 

second, if they have any role, regarding their 

threshold. We discuss both in this 

communication and present a contrarian view 
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with reasons for our assertion that appropriately 

reported P-values and their threshold such as 

0.05 are not only useful but are required for 

reaching an empirical result, particularly in 

medical research, at least for the time being. 

Statisticians and researchers are aware of 

the limitation of the decisions based 

exclusively on P-values but the statements 

implying that P-values by themselves are of 

little value7and that no cutoff is 

appropriate8 need a relook. Could this be a 

mistaken way of thinking? There is a need 

to find how many of statistically validated 

findings based on correct data and 

appropriate analysis have turned out false 

entirely due to P-values. Ioannidis(9) 

ascribes high false discovery rate to 

selection bias in reporting of results rather 

than to P-values themselves. Non-

reproducibility of results could also be 

because of a variety of other reasons such 

as epistemic gaps, not able to capture all the 

known antecedents for an outcome, 

unstandardized instruments, errors in the 

data, and so forth, but the attention is 

focused on P-values. The problem possibly 

is not with P-values themselves but with 

their misuse, abuse, and over-use because 

of which these values are actually different 

from what are reported.(10) This can 

happen to increase the chance of 

publicationof the results(11) and because 

some researchers fall prey to incentives to 

make unsubstantiated claims.(12) 

P-values are Unavoidable in Empirical 

Research 

Perhaps nobody will disagree that the 

management of omnipresent medical 

uncertainties requires a powerful tool that can 

quantify them and thus helps in controlling their 

impact on our decisions. Probabilities quantify 

the uncertainties (rather certainties) and there is 

hardly any other tool to measure them. They do 

not necessarily lead us to the truth but make it 

likely to reach there. However, we must remind 

ourselves that probabilities work for groups and 

discount individuals. We all know that it is not 

necessary that a treatment found sufficiently 

effective in a perfectly executed clinical trial 

would work in each case.  

The purpose of P-values is to measure the 

uncertainties generated by the sampling of 

subjects for a generalized result for the 

concerned population. All empirical studies are 

based on samples and samples include only a 

fraction of the existing cases and none of the 

future subjects. The implication of results, 

particularly in medical research, is not just for 

the existing target population but generally also 

for future cases of similar nature. Thus, a 

probabilistic statement of results is imperative. 

There is no way to avoid probabilities in a 

sample-based study setup, and there is no way 

to avoid samples because of likely implication 

for future subjects. Science demands careful 

presentation of evidence to challenge the 

existing status and P-values help to decide in 

favor or against a hypothesis as explained next. 

They are not proof, though. 

P-value is the probability of obtaining sample 

values as extreme as observed from the 

population for which the null hypothesis is true. 

Thus, this measures the consistency of the 

sample values with the null where the null 

generally is of no effect. A small P-value (the 

threshold for this is discussed later) is 

considered evidence that the sample is most 

likely inconsistent with the null hypothesis and 

thus the null is rejected. One of the main 

criticisms of the P-values is that it provides 

evidence against the null without telling us 

what they support.(13,14) They admittedly are 

for falsifying the null based on available data 

and not for validating the null. It is “neither sole 

nor dominant criterion to measure scientific 

value of a result (15) it never was – but is for 

assessing the role of sampling fluctuations. 

Empirical result for sample studies without P-

value is possibly less scientific because the role 

of sampling fluctuation cannot be adequately 

studied with any other existing method. This 

system of inference is followed in several other 

setups without raising any question. For 

example, the same system is followed in court 

decisions in criminal cases where the P-value is 

compared with the probability of convicting an 

innocent.(16) The courts may not compute the 

probability of the evidence under the initial 

assumptions of no crime but strong evidence 

against this null helps to decide the case. The 

crime by the person must be established 

‘beyond reasonable doubt’ for conviction and 

the accused is discharged in the case of 

insufficient evidence. The court decides that the 

evidence placed before it is sufficient or not to 
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convict the accused, and any other evidence 

lying elsewhere is not considered. In the case of 

insufficient evidence, the discharge of the 

accused does not always mean that the person 

is innocent only that there is no sufficient 

evidence to punish the accused. 

The nature of statistical decision based on 

P-values is similar but more exact because 

the likelihood is measured by a quantity. If 

the judicial system cannot be discredited, 

why discredit P-values? Both are based on 

the available evidence and both seek to 

examine the sufficiency of this evidence 

against the null. In the case of court 

judgment, there is a social convention to 

consider the person not convicted as 

innocent in the sense that s/he has not 

committed the crime but in scientific 

pursuits, we refrain from making such a 

sweeping statement and only say that the 

null is not rejected it is never accepted. 

Thus, abundant precaution is already taken 

in scientific inference based on P-values. 

The court example convincingly establishes 

that the basic procedure of NHST is not invalid 

and may have to be accepted for empirical 

decisions at least till such time that a credible 

alternative emerges. As discussed later, there is 

none now. Thus, NHST will continue to stay for 

the time being despite a large number of authors 

expressing their strong reservation.(5,6,17) As 

mentioned earlier, a journal has rejected it 

outright.(3)However, the latest (2019) 

guidelines of New England Journal of Medicine 

say, “Despite the difficulties they pose, P values 

continue to have an important role in medical 

research and we do not believe that P values and 

significant tests should be eliminated 

altogether.”(18)An in-depth look at the articles 

expressing reservations indicates that the 

opposition is not so much against NHST and 

the resulting P-values but is against the 

dominant role they have assumed in much of 

empirical research reporting. For example, 

Szucz and Ioannidis(19)state, “NHST should 

no longer be a default, dominant statistical 

practice of all biomedical and psychological 

research”. The important role of other factors 

such as biological plausibility of the results, 

previous literature, corroborative evidence, and 

adequacy of the data has been rightly 

emphasized in reaching a conclusion,(7) but P-

values help reach a data-based result. (A result 

in empirical research is mostly based on data 

whereas a conclusion is based on several other 

considerations as just mentioned.) The advice is 

to accept uncertainty and be modest in claims. 

(7)The call is to use P-values as one of the 

considerations and not a dominant 

consideration,(4) meaning thereby that P-

values will stay, although with a diminished 

role. 

Medical literature is full of warnings that P-

values by themselves should not be used for 

decisions unless they are supported by 

corroborative evidence.(20,21) While this 

certainly is sane advice and should be adhered 

to as much as possible but real progress in 

science occurs in areas where previous 

knowledge is meager. Thus, unexpected but 

‘statistically significant’ finding that does not 

have any justification at present need not be 

ignored. If the same finding is repeatedly seen 

in different settings, it seems prudent to believe 

it in the hope that biological explanation may 

emerge later. For example, the analysis of data 

of a large number of healthy persons may reveal 

that the ABO blood group distribution in a 

population is different (P<0.01) in males than 

in females. There is no prior reason to believe 

that this could be so in the concerned 

population, yet the finding provides a 

hypothesis for future investigation. Manning et 

al. (22) forwarded a hypothesis of skewed child 

sex ratio due to parental age gap, and Direful 

(23) observed that the age gap between spouses 

can affect their survival. An adequate biological 

explanation may not be immediately available 

also with a newly emerging disease where a 

particular signs-symptoms syndrome is 

observed to occur more than expected by 

chance and the causative agent is identified 

later. This happened with HIV/AIDS although 

no P-value was calculated in this case. Thus, it 

is not correct to say that P-values by themselves 

are of little value. They can be valuable in some 

cases for setting up the direction of research. 

However, they must be interpreted with 

abundant caution.  

Cautions Required in Interpreting P-

values 

The principled use of statistical methods, 

particularly of P-values, is crucial. P-values 

quantify only the uncertainties generated by 

sampling and nothing else. They are calculated 

for random samples, mostly simple random 

samples, but many studies use convenience 



Indrayan A                                                                                                                                                       Vol 5 No 4 (2019) 

The Conundrum of P-Values: Statistical Significance is Unavoidable but Need Medical Significance Too 

229 

https://jbe.tums.ac.ir/ 

sampling (24) and come up with statistically 

significant results that have limited 

applicability, if at all. Informed consent and 

inclusion/exclusion criteria in medical research 

further restrict the applicability. The question 

one must ask, but possibly never asked, is how 

close we meet the requirements of computing 

P-values. Closer we are, better is the chance of 

obtaining a valid P-value. P-values are also 

mostly based on specified distribution such as 

Gaussian, which is simply assumed in many 

cases (25) without realizing the repercussion of 

its violation on the results. The results also 

assume that the data obtained are correct with 

no error and are valid for the stipulated results. 

This is too much to expect in some setups such 

as where the responses are based on an 

interview even the laboratory investigation 

findings are sometimes questionable.(26)  In all 

these instances, the actual P-values are not what 

are reported. Minor violations are accepted 

without much concern, but they can have a 

butterfly effect in some situations. (27) The 

most serious challenge, however, is the 

epistemic uncertainties16 since all studies are 

based on existing knowledge. For example, a 

study on risk factors of an outcome will have to 

be necessarily based on what can be 

conjectured. Our knowledge is far too 

inadequate in most scientific endeavors and 

contributes to chance. Randomization in 

clinical trials and random selection in all setups 

are supposed to take care of unknown factors 

but these methods work in the long run and may 

fail in individual studies. How does this affect 

the P-value is seldom discussed. On top of this 

is the selective reporting as highlighted by 

Ioannidis(9) results with higher P-values tend 

to be suppressed causing skewed reporting 

toward ‘positive’ findings.P-hacking is another 

malpractice that ails the current research.(28) 

Bias, either due to unaccounted confounders or 

because of intentional and unintentional 

prejudice in the collection, recording, analysis, 

and interpretation of data, is another source that 

tends to make the P-values unrealistic. It can 

irreparably inflict the results but non-

reproducibility is unnecessarily ascribed to P-

values. The result is sometimes not properly 

adjusted for known confounders too due to 

intricacies involved in their elicitation and 

difficulties in assessment, and simplistic study 

is done instead that fails to provide the correct 

results. For example, the role of low-to-

moderate prenatal alcohol exposure in child 

academic achievement and behavior is difficult 

to assess. (29) Missing values and errors in 

eliciting the information and recording 

sometimes go unnoticed in the best of setups. 

Instruments generally used for obtaining the 

data are sometimes not sufficiently equipped to 

provide valid measurements. The care required 

to avoid such errors may not have been used in 

an investigation and the burden is unnecessarily 

placed on our dear P-values. Unusually large 

sample size, as in data mining, can cause low P-

values (30) when the null is no difference. Such 

over-powered studies bring in the question of 

medically significant effect as discussed later in 

this communication. 

 

The Importance of a Threshold 

There is a strong plea that the P-values should 

be reported on a continuous scale and not 

within or beyond a threshold such as 0.05. 

Almost all reputed journals now insist on 

reporting exact P-value and many follow it 

religiously. The ASA also seems to have 

buckled and suggested to abolish any threshold 

and corresponding statistical significance.(7) 

Whereas reporting of exact P-values is 

welcome, a threshold seems unavoidable if a 

result is to be converted to a binary decision of 

yes or no – whether to switch to a new treatment 

modality or not, a particular factor is to be 

considered a risk or not for a defined outcome, 

and such other binary decisions. It does 

transform probability to an inferential statement 

as required for practical application of the 

results without making it alchemy to transform 

it to deterministic result – the result remains 

probabilistic. It is right to insist that such a 

binary decision should depend on multiple 

factors such as biological plausibility, cost and 

convenience, possibility of side-effects, and 

alternatives available to alleviate the suffering, 

and most importantly the effect size and the 

error in its estimate, but P-values also are 

needed to rule out the role of sampling 

fluctuations in reaching to a result. This is 

especially so for a medical research setup where 

variations and uncertainties are predominant. A 

threshold is needed for this paradigm although 

it may not have to be 0.05 all the time. It could 

vary from study to study and within a study 

from one measurement to another depending on 

the seriousness of the consequences. It can be 

argued that when all other considerations are 

favorable to a result, a small P-value is a good 
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support without worrying about its specific 

threshold. But that reduces objectivity and 

compromises this essential feature of science. 

(30) Dispensing with a cut-off altogether will 

increase subjectivity because of varying 

interpretations and, thus, may have a 

deleterious effect on science. A cut-off of 0.05 

has helped to be uniform in our approach for 

comparability across studies and in reducing 

subjectivity. A more stringent cut-off such as 

0.01 can be suggested to reduce false positivity 

but a cut-off 0.005 as suggested by Benjamin et 

al. (32) may be too stringent considering that it 

is only for sampling fluctuations.  

A researcher can be advised to be flexible 

in the case of P-values but there is no 

denying the role of a threshold in the 

practice of medicine. For example, the 

thresholds of blood pressure ≥140/90 

mmHg for diagnosing hypertension and 

fasting plasma glucose level of ≥126mg/dl 

for diabetes have a defining role. Agreed 

that these thresholds are based on 

consensus for the prognostic implications 

while 0.01 is arbitrary and any other 

threshold will also be equally arbitrary, but 

consensus can be developed in this case 

also based on consequence in different 

setups. Many medical thresholds too are 

arbitrary. For example, the hemoglobin 

threshold for anemia varies from researcher 

to researcher and they are rarely 

questioned. The normal values of all 

medical parameters provide a reference 

interval beyond which the values are 

considered unhealthy. These also are 

thresholds and one can argue that these too 

are arbitrary. No threshold is absolute, but 

it is useful in evaluating the condition of a 

patient and in deciding the course of 

treatment. Just as the borderline values of 

medical parameters need a cautious 

approach and additional attention, so do the 

borderline values of P.  

Consider an example of comparison of two 

regimens of nutritional supplementation for 

increasing vitamin D level in patients with this 

deficiency. A sample of 80 homogenous 

persons meeting the pre-set inclusion and 

exclusion criterion was randomly allocated to 

the two regimens with 40 in each group and the 

patients and assessors both were blinded. All 

precautions were taken to get the correct data. 

The trial revealed that the average increase with 

regimen A was 8.6 ng/ml (SD = 3.18) and with 

regimen B was 13.8 ng/ml (SD = 4.30). 

Apparently, the increase with regimen B was 

higher. One can subjectively say that the mean 

difference of 5.2 ng/ml in this study is 

substantial and there is no need for a statistical 

test. This is an estimate of the effect size in this 

case. Suppose the previous literature on this 

issue is conflicting and no biological reason is 

known for one regimen to work better than the 

other. Nonetheless, many would like to know 

that this difference is not a fluke in this study 

and is likely to be present across such other 

samples. Some others may like to know that an 

average difference of more than 3 ng/ml is most 

likely present or not. Let this be the medically 

important effect. Both require a statistical test. 

To validate the statistical requirement for this 

test, the increases in vitamin D level in subjects 

in each group were separately plotted and the 

distribution looked like a Gaussian. Anderson-

Darling test for Gaussianity revealed P = 0.72 

for regimen A and P = 0.11 for regimen B. This 

test, for that matter any statistical test, would 

only say that there is no evidence of a violation 

of the assumption of Gaussianity, but would not 

say that the distribution is indeed Gaussian. The 

same may happen with Leven test for equality 

of variances as required for a two-sample 

Student t-test. Suppose the Student t-test gives 

P< 0.001 for equality of change on average and 

0.0055 for the post-hoc null of mean difference 

≤ 3 ng/ml for one-tailed alternative: mean 

difference > 3 ng/ml.(Many would question 

such a post-hoc test. This test can be done by 

conducting another study.) Under the validity 

conditions, the former is the probability that the 

sample values are consistent with the null of no 

difference on average in the regimens and the 

latter that it is consistent with the null of mean 

difference = 3ng/dl. ASA statement does not 

forbid the use of P-value but forbids using any 

threshold such as 0.05. According to this 

statement, we can not say that the difference 

between the regimens on average is 

‘statistically significant’, and, because of lack 

of corroborative evidence, we cannot reach the 

conclusion that one regimen is different from 

the other in effecting a change.  Can we accept 

that the mean difference is likely to be more 

than 3 ng/ml in repeated samples. Where do we 

go from here? 
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There is another statistical need of a threshold 

in, say, selection of variables, as in the 

statistical stepwise procedure, when too many 

candidates are available with little background 

information on their relative importance. 

Consider an example of diagnosis of 

hypothyroidism based on clinical signs-

symptoms alone in areas where laboratory 

facilities are not available. More than 100 

clinical features can be considered in this setup 

and selection of a few important ones for a 

particular age-sex-ethnic group requires such 

selection. In the absence of prior information, 

P-values with a specific threshold are used to 

decide which variables can be useful for that 

group. Ability to detect a medically significant 

effect substantially depends on statistical power 

for that effect size but that too, in turn, depends 

to some extent on the pre-specified threshold of 

P-value. 

It seems essential to have a threshold up to 

which a P-value will be tolerated for a binary 

decision. Those now preferring to abolish 

‘statistical significance’ may have an answer of 

how to reach to a result without this threshold. 

Their response is briefly discussed in a later 

section of this communication. The objective in 

science is to reach the truth and there are 

competing views on how to get there. In any 

case, a threshold of P-value implies that a small 

percentage of results can have false 

significance, but a larger percentage of results 

may fail due to a variety of reasons as stated 

earlier. Another one is the accumulation of 

Type-I error.  

 

Accumulation of Type-I Error 

Amidst this conundrum regarding P-values and 

statistical significance, there is another serious 

problem that has not received much attention. 

The Type-I error accumulates and builds up due 

to repeated and multiple uses of P-values in the 

same research. Perhaps this is the root cause of 

the non-reproducibility of some statistically 

significant research findings despite being 

based on a perfectly executed study. 

We all know that ‘multiple comparisons’ can 

have an enormous deleterious effect on the 

credibility of the results. (33, 34) Our example 

in the previous section used P-values at three 

places without adjustment for multiple uses. 

This is a regular practice and many articles can 

be cited (35, 36) that used multiple P-values. 

What seems to have escaped attention is that 

many investigations are based on previous 

results, which themselves are subject to such 

Type-I error. For example, see Patel et al. (30) 

and Alves and Yu (37). Generally no 

adjustment for such double counting is done 

and the actual probability of Type-I error many 

times becomes much beyond the threshold 

without us realizing that this has happened. 

Unsurprisingly the results fail to replicate. This 

amounts to building error on error and is an 

example of the over-use of P-values. Such 

accumulation of Type-I error due to multiple 

and repeated use of P-values is obviously a 

threat to the statistical validity of the results.  

 
Statistical Significance versus Medical 

Significance 

A consensus seems to be developing a couple 

of decades ago that the researchers report the 

effect size in place of its statistical significance. 

This implies that we shift from “Is there an 

effect?” to “How much is the effect?” The latter 

assumes some effect will always be there – it 

could be tiny or enormous. This looks plausible 

because any two populations would be different 

although the difference can be negligible. The 

same can be stated for any other measure of 

effect. Thus, there are two aspects of this 

debate: first is substituting P-values with 

confidence intervals (CI), and second is the 

medical significance of the effect size. The CI 

with a 95% confidence level is essentially the 

same as the threshold 0.05 for P-value and 

suffers from the same criticism. Many 

statisticians and research workers preferred the 

CI approach because of its emphasis on the 

effect size instead of finding that any effect is 

present or not. However, the quantitative effect 

size too is an average obtained in a sample and 

the estimation is based on validity assumptions 

such as random sampling and symmetric 

unimodal distribution– mostly Gaussian. 

Sampling fluctuations would never allow us to 

be fully confident, and the possibility of not 

fully meeting the underlying assumptions adds 

to the spectrum of uncertainty. An effect size of 

clinically significant magnitude can still arise 

due to sampling fluctuation. Thus, this 

approach too is not infallible. 

The second point regarding the medical 

significance of the effect size is more relevant. 

This also is mostly subjectively determined. A 

researcher may consider an effect size of 5 

mmHg of reduction in average systolic blood 

pressure after medication as medically 
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important but another may consider it trivial. 

Some researchers may prefer to use the 

percentage of cases that were benefitted instead 

of the average improvement in a quantitative 

medical parameter. The definition of ‘benefit’ 

in this case could vary from researcher to 

researcher. Thus, subjectivity is not ruled out in 

this case also although the result is much more 

definite regarding the presence of the specified 

medically significant effect. 

 

Other Alternatives to P-Values 

Besides the effect size and CI, Nuzzo(5) has 

proposed several alternatives to P-values. One 

is the use of Bayes’ rule for assessing the 

plausibility of a hypothesis for the sample 

values in hand but that entails a certain amount 

of subjectivity for imputing unknown 

probabilities. Second is to try to analyze the 

data in multiple ways and hope that most lead 

to the same result. An Editorial in Nature also 

suggests that we should try to answer the 

question in many ways and develop consensus. 

(38)This can always be recommended. The 

third is the two-stage analysis that requires 

separation of confirmatory analysis from 

exploratory analysis and publish both together 

as complements. Fourth is a call to use 

scientific judgment about the plausibility of 

hypothesis and consider clinical knowledge, 

previous results, and the possible mechanism to 

reach to a conclusion. Various articles in the 

2019 Supplement of The American Statistician 

also made similar suggestions. Most promising 

of these is second generation P-values (39) that 

requires setting up the null hypothesis in terms 

of the range of trivial effect, but the problem 

with this is that the definition of trivial effect 

can vary from specialist to specialist. The same 

is true for equivalence testing. (40) 

Nevertheless, all these have merit and deserve 

a fair trial. The basic problem is that these 

proposals are new and evolving. Different 

authors and journals may prefer different 

procedures as per their understanding. It will 

take a while before a consensus develops. Also, 

there is no evidence yet that such alternatives 

would substantially reduce the false results. (9)  

It has taken decades to realize the fault with P-

values but the new consensus method may be 

able to establish its credentials soon due to a 

better understanding of issues. The time will 

tell. 
Conclusion 

 

Till the time a consensus on credible alternative 

emerges, the P-values must be allowed to stay 

albeit with less role than they have been playing 

in empirical results so far. A threshold is helpful 

if a result is to lead to a binary decision. This 

can, however, vary from problem to problem 

although a fixed cut-off is a big help in being 

uniform in our approach and not being 

subjective. A debate should be initiated to 

develop a consensus regarding appropriate cut-

off to effectively rule out the sampling 

fluctuation as an explanation of the results. If 

not 0.05, can it be 0.01? The null hypothesis can 

be shifted from zero effect to a medically 

significant effect with an explicit specification 

of what is considered medically significant and 

why. Arguments to abrogate P-values seem 

away from reality emotions do alter our 

perception of reality. (41)Everybody seems to 

be riding on bandwagon, validating the 

paradigm that most of us are inclined to be in 

harmony with the current value system and to 

ignore the contrarian view.(42)The fault can be 

with data, sampling, design, analysis, 

interpretation, and selective reporting but rarely 

with P-values per se. 
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